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Abstract. Citizen science projects attempt to use knowledge, time or computing resources of volunteers
to achieve a particular scientific objective. It fosters collaboration between scientists and the general
public. Several citizen-science projects are already in execution, some of those successful. In particular,
’wisdom of the crowds’ may be used to get a consensual opinion on a particular topic or object (e.g.
classification or labeling purposes), by collecting and analyzing opinions of users on those topics or
objects. Citizen science projects collect data that is used for its stated purpose (e.g. object classification),
but we consider that all the collected data may be used to give interesting insights on the reasoning of the
project’s volunteers. In this paper we present a citizen-science project (volunteer labeling of imprecisely
segmented image regions) and show which information can be inferred, through basic analysis, about
individual and collective behavior of volunteers of the project.
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1 Introduction

Segmentation can be defined as a process that parti-
tions an image into regions (usually polygons), so that
elements belonging to each region are similar with re-
spect to some properties [8]. Segmentation itself is just
a step towards object identification – the regions ob-
tained through segmentation must be labeled, or iden-
tified. Polygons obtained from segmentation must re-
ceive a discrete label, usually with semantic informa-
tion about it. In urban scene applications, for example,
one could use labels such as roofs, trees, streets, pools,
etc. Depending on the application, not all polygons are
to be labeled. However, segmentation process may cre-
ate a huge number of polygons and these polygons may
not be properly segmented due to the imperfection in-
herent of the segmentation algorithms.

Humans interpret scenes using knowledge, experi-
ence and visual evidence, but image processing systems
for automatic scene identification often cannot use di-
rectly the information humans can. Figures 1, 2 and 3
illustrate the process of image segmentation and label-
ing: a small region in an urban scene is shown in Fig-
ure 1; and its segmentation in Figure 2. In Figure 2 there
are both oversegmented regions (perceptual objects di-
vided into several regions) and undersegmented regions
(regions which contains several different perceptual ob-
jects), which are practically unavoidable when using
the majority of unsupervised image segmentation algo-
rithms. In Figure 3 there are four regions which were
labeled by an expert and painted with dark gray (for
ceramic-tiled roofs) and light gray (for trees) over the
original segmented image, which also was processed to



improve its contrast for publication.

Figure 1: Satellite Image.

Figure 2: Segmentation of the image.

Labels can be assigned by a human expert, with
rules, samples or conditions dependent on the object
identification task itself. Manual labeling, by special-
ists, is a repetitive task prone to errors. On the other
hand automatic labeling, in order to be successful, must
incorporate the knowledge humans use. This is def-
initely a difficult task, as it is an error-prone process
since algorithms cannot reproduce faithfully the knowl-
edge and experience from the users.

A different approach, used in this research, to label
objects is to use several different human agents, with-
out the same expertise as the specialist already men-
tioned. These agents could receive a very brief, superfi-
cial training and different polygon labeling tasks to per-
form. The entire polygon labeling task could be per-
formed by different volunteer users, which could com-
plement each other’s opinions, hypothetically leading
to good results (since they would use human knowledge

Figure 3: Manual labeling of the regions.

and intelligence) without the expensive work of a single
expert.

The use of communities or networks of citizens who
act as participants or observers in some domain of sci-
ence is often called citizen science. Citizen science-
based approaches have been used, often with good re-
sults, in several different tasks that either could be per-
formed by a lot of work by a human specialist or poorly
by an automatic system. Citizen science is more often
than not based on volunteer users – the motivation of
the participants (often unpaid volunteers) has also been
studied [4, 9].

Another term that has been widely used is crowd-
sourcing [1]. Crowdsourcing is a new and growing in-
novation tool which is a strategic model to attract an
interested, motivated crowd of individuals capable of
to solve problems create content and solutions or de-
velop new technologies (using the intelligence and the
collective knowledge and volunteers). Crowdsourcing
can also be considered a process of distribution of tasks
of one to many individuals. These distribution of tasks
may have commercial or social purposes. Moreover,
the volunteers may be paid for their services or not. On
the other hand, the citizen science projects have a sci-
entific basis and traditionally non-commercial, scien-
tists involved in these projects consider the volunteers
as learners and volunteers participate in the collection
of scientific data or analysis of these data.

There are several projects that aims to promote pub-
lic engagement with research, as well as with science in
general. Some projects differ from each other mainly at
the level of user involvement with the project. There are
those in which the user participate allowing that their
computational resources are used while they are idle
(like SETI – Search for Extraterrestrial Intelligence [10],
which goal is to detect intelligent life outside the planet
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Earth); those that require users’ time and work out-
side the home (like Cornell Lab of Ornithology [3],
a nonprofit organization which studies birds and other
wildlife) and those that require only that user give a lit-
tle of their time accessing a site to perform some tasks
(like Galaxy Zoo [6], which invites users with Inter-
net connection to classify galaxies accordingly to their
shapes and to the Hubble classification scheme).

To use citizen science, it is necessary to create means
and methods to present and collect information from
collaborators. For the data collected from users to be
used, one needs to assess its quality, coherence, rele-
vance, etc. Therefore, the analysis of the collected data
may be more important than the data itself – for exam-
ple, in an object labeling task one may not rely only on
most of the opinions from the users, but on the past per-
formance, reliability, inferred knowledge, etc. of those
users. Modeling user knowledge is then of major im-
portance when dealing with citizen science.

In this paper we consider a practical application as a
case study: labeling of segments or polygons extracted
from high-resolution satellite digital images. Figure 4
shows, at a glance, the processes considered for data
preprocessing, acquisition and analysis required for the
development of this work.

Basically, the data pre-processing (step 1) is the seg-
mentation of a high resolution urban image. The result-
ing polygons and their statistical attributes are stored
in a database; the specialist labels some polygons that
are considered to be correct; these labels can be used
to assess answers from the non-expert users, effectively
allowing the evaluation of the users’ ability.

At the second step (data acquisition) data are col-
lected from users to determine which labels are used
for the polygons and to model the users’ knowledge
and behavior. There is a single task for the data ac-
quisition: the creation and deployment of a web-based
interface that presents the tasks for the users and collect
the users’ decisions, which are stored in a database for
further analysis. Data collection and analysis are con-
tinuous processes – with more data it is possible to per-
form further, more detailed analysis, and the results of
the analysis can serve to identify improvements in the
data collection processes. At the third step (data analy-
sis) several different analysis tasks and scenarios can be
considered. The analysis presented in this paper is re-
lated to users behavior. There are different techniques
that are applied to mine web data in order to discover
significant patterns about the user behavior.

In this paper we present a citizen-science project
(volunteer labeling of imprecisely segmented image re-
gions) and show which information can be inferred, abo-

ut individual and collective behavior of volunteers of
the project. One of the goals of this project is to gain in-
sight into how users behave in front of objects resulting
from an imprecise segmentation process. This behavior
is analyzed from the point of view of the behavior of
an expert in recognizing objects. Such understanding is
important to point to some ideas about how to harness
the contributions from volunteers to guide the automatic
labeling process.

The contributions of this paper include answering
the following questions: are users consistent in what
they say about a specific object? may the collective
opinion question the expert opinion? is the collective
opinion reliable enough to direct the process of auto-
matic labeling? is it possible to assess the quality of
the labeling initially done by the expert (e.g. by veri-
fying it against the non-expert users)? or is it possible
to use the users’ knowledge to identify problems on the
segmentation process so it can be refined? can patterns
and trends between the users be identified (e.g. identi-
fication of groups of users who tends to perform better
with some labels than others)?; is it possible to eval-
uate temporal changes on users’ performance; can the
knowledge of a specific group of users be modeled (e.g.
the most precise or reliable) to get information to try
and automate the labeling task?

The paper is organized as follows: section 2 de-
scribes the experiment in which the analysis in this pa-
per were based; section 3 describes the analysis and re-
sults obtained and section 4 describes the future work.

2 Experiment

The experiment presented here seeks to obtain more
comprehensive understanding of what the volunteer users
say about complex and imprecise objects resulting from
segmentation process. For this, the experiment presented
here uses citizen science to identify objects extracted
from a satellite image of Sao Jose dos Campos city in
Brazil.

The image size is 900x900 pixels and was segmented
with the Spring software [2] with the growing region
algorithm in such a way to create an oversegmented
image with 2430 polygons. To enable the data collec-
tion process described in the previous section, a web-
site was developed in which volunteer users are pre-
sented with polygons and a list of options for label-
ing those polygons. This site is available at http://
www.lac.inpe.br/UrbanZoo. Figures 5 and 6
show the satellite image with an urban scene chosen for
the case study and the site cited above.

Based on the chosen image, we established the fol-
lowing hierarchy of classes (labels) for identification
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Figure 4: Data processing, acquisition and analysis tasks.

of targets of interest: generic roof, ceramic roof, tin
roof, cement asbestos roof, tree, street, swimming pool,
shadow, field (any kind of vegetation other than trees),
bare soil, water and mixture (for when the polygon is
composed of different classes of objects). These classes
are shown to the user along with the options none of the
above (in case the user knows the polygon class, but
its class is not shown in list of options) and unknown
(when the user does not know which is the correct class
for the polygon).

Users label the polygons by accessing the Urban-
Zoo site (which requires registering for identification

purposes) and selecting one of the classes for a partic-
ular polygon. This is repeated until the user decides to
finish his/her interaction with the site. Each interaction
(presentation of a polygon and recording of the choice
of label by the user) is stored.

This experiment began on April 26, 2010. Polygons
were presented as follows: in the first phase of this
study, polygons were shown randomly for each user.
After the first week of running the site, 3000 polygons
with few repetitions (very few objects were labeled more
than once) were labeled by 43 users. In the second
phase users were presented with a list of 13 polygons
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Figure 6: Web interface to record users’ decisions.

Figure 5: Satellite image chosen for the case study.

which were specifically chosen and labeled by an expert
user (directly on the database, instead of using the site).
The volunteer users were not informed that the poly-
gons were selected in a non-random way. This strategy
served two purposes: first, to obtain a significant num-
ber of votes from these “known” polygons which class
was already known, so a measure of agreement with the
expert user’s opinion can be calculated; and second, to

assess the reliability of each volunteer user (akin to a
multiple-choice test).

Two weeks after the new strategy of presenting ob-
jects to users, there were 6900 labels with a total of 56
users on the database. Some polygons were labeled up
to 35 times and most of the polygons were labeled more
than once. In the third phase users were presented with
a sequence of 20 polygons, of all the classes. This phase
had two goals: first, to ensure that the users label all
classes of polygons for further analysis of their ability
to recognize polygons of a given class; second, to ver-
ify whether non-randomness of the classes influences
the user behavior. One week after the beginning of this
phase there were 7530 labels with a total of 63 users.

In the fourth phase, users were presented with a se-
quence of 25 polygons in complex and simple shape.
The purpose here was to identify the influence of the
shape of the object in the view of the user. Until this
moment, there were 69 users and approximately 9500
labeled polygons. During this phase, one domain expert
has visited the site and labeled 484 polygons. These
polygons together with those that were labeled by an-
other specialist at the beginning of this experiment were
used to evaluate the reliability and accuracy level of the
user.

3 Results and Discussion

In this section, two basic analyses are used to try and
characterize the behavior of the users while labeling the
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polygons.

3.1 Characterization of Users According to Their
Involvement and Behavior

Is there any relation between the number of interac-
tions of an user with the system (number of labeling
tasks) and this user’s pace on the collaboration? Can
we extract different profiles of users engagement with
the project? It is important to characterize the users’
involvement with the project so we can use different
strategies to present the tasks to the users in order to
maximize the return on their volunteer efforts. Other
citizen science projects may also use this information
to better adapt the task presentation to the users.

Figure 7 shows, for the first 51 days of the experi-
ment , how many labeling each registered user labeled.
The X axis represents the dates of April 26 to June 16
and each line on the axis Y represents an user. We can
see that there are several “bursts” of collaboration just
after the users accessed the site for the first time, which
is expected.

Since there are few data available for this analysis
(there are relatively few users and less than 60 days of
collected data) we can verify the correlation of the fre-
quency of the user and the number of labelings with a
simple visualization tool. The data was plotted in a par-
allel coordinates plot [7], shown in Figure 8. From this
plot we can see that there are several one-time users,
which did almost all of their labeling in a single day,
totaling less than one hundred labelings. Most of the
users who did a thousand or more labelings did that on
a period of more than a week.

In order to characterize the users’ pace we devised
a simple metric based on how many days it took for the
user to label all his/her polygons. For each user we cal-
culated the number of days the user took to label 25%,
50%, 75% and 100% of the polygons presented to that
user. Our reasoning is that for few users may be short-
term volunteers, accessing the site just some days after
registration, doing some labeling and then abandoning
the project. Users who registered for less than five days
at the time the analysis started were not considered for
this study.

To see whether the involvement pattern is related
to the total number of polygons the user labeled, they
were divided into five arbitrary classes accordingly to
the total number of tasks they’ve performed: c100, for
users who labeled a hundred or less polygons; c250,
for users who labeled between 100 and 250 polygons;
c500, for users who labeled between 250 and 500 poly-
gons; c1000, for users who labeled between 500 and a
thousand polygons and cplus, for the users who labeled

more than a thousand polygons.
Each line on the plot represents a user; the first four

vertical axes represent the number of days to reach each
mark (q_25, q_50, q_75 and q_100) and the last vertical
axis represents the class for that user. This kind of plot
allows the visualization of the progress on the number
of collaborations of each user through time, considering
the total amount of collaborations. For example, users
that use the web site to do a few labellings and don’t re-
turn later will be represented by flat lines on the bottom
of the plot. We can see in Figure 8 that most users that
did less than 100 collaborations did them in the initial
week.

From the plot on Figure 8 we can see that there is
a class of users that are not motivated to access the site
and label the polygons more than once. While this is
expected in a volunteer citizen science project, one must
consider a way to engage these users for more than a
single day.

3.2 Confusion or Difficulty in Labeling Classes

For this analysis we verify the degree of confusion of
the users when labeling certain polygons. More than
400 of the 2430 polygons were labeled by an user with
experience in identifiying targets in urban satellite im-
ages and are considered as “ground truth” on this ex-
periment. This expert user was exposed to the same
interface as the other users, labeling polygons shown in
a random order. For each polygon we calculated the en-
tropy of the labels assigned to the polygon by the users.
For each polygon p we calculate

ep = −
�

c∈C

vc log2(vc)

where C is the set of classes or labels, c is one of
those classes and vc is the percentage of votes for label c
in that polygon. This simple metric tends to zero when
all votes go to a single label and log2(|C|) when the
votes are equally distributed among the labels – higher
values indicate disagreement on the polygons’ label.

This metric must be used carefully, since, by defi-
nition, a polygon with a single vote will have ep equal
to zero, which indicates total agreement on its label but
which is not enough to determine the real label of that
polygon. Label assignment entropy on a polygon may
indicate a hard-to-label polygon; when we consider the
entropy for all polygons we may identify classes that
are hard to label.

Since there are few classes and since we considered
only polygons which were labeled five or more times
and which were labeled at least once by the expert users,
this analysis can be performed with a simple query to
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Figure 7: User daily interaction.

the collected data and with a simple box plot. First,
for each polygon which is both labeled by the expert at
least once and labeled by the users at least five times we
calculate the entropy based on the users’ decisions; and
from the entropy values for each class we can create the
plot shown in Figure 9.

Figure 9 shows a box plot for the entropy distribu-
tion considering all labeled polygons for each class, but
only polygons which were labeled at least five times.
Box plot shows (in axis Y) minimum, maximum, me-
dian values and the first and third quartile for distribu-
tions of each class. The axis X shows the classes. We
can see that only one class has relatively low median
values for its entropy: namely, street.

Other classes, specifically, open field and bare soil
present wider spectral on the labeling entropy of their
polygons – this is to be expected since there are vi-
sual similarities between polygons of those and other
classes, and some users manifested (by e-mail) their

doubts about the difference between those classes. Yet
other classes, namely, unknown, mixture and generic
roof (gen. roof) had relatively high entropy values for
their polygons since they are, in a way, generic – it is
expected some confusion from the users on choosing
specific labels for those classes. Considering our expec-
tations, the distribution of entropy values for the class
water was a surprise, since it should be easy to iden-
tify polygons with this class. One possible reason is
that water bodies in the satellite image are parts of a
brown-water river, which appearance may confuse the
unexperienced user.

Since the collected data is not associated with users’
personal data (e.g. names, professions, degrees, etc.)
we cannot infer relations between the users’ personal
or professional characteristics and their performance,
which would be very interesting and could open further
possibilities for customization of tasks for some users.

Most of the conclusions shown in this section were
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Figure 8: Pace of user engagement and volume collaboration classes.

Figure 9: Entropy Distribution for the Labeled Polygons.

not obtained through the application of complex or pow-
erful data mining or knowledge discovery algorithms –
the questions posed in this section could be answered
with simple queries on a transformed set of the origi-
nal data collected from the users’ interactions with the
citizen science project site.

4 Comments and Future Work

In this paper we presented the general idea of Urban-
Zoo, our citizen science project in which we used un-
trained users to label polygons obtained from an im-
precisely segmented satellite image. We’ve shown that
besides the users’ decisions there is more information
that can be used to characterize the users and five in-
sights on the whole process. Two basic analyses, which
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were done with simple graphical and statistical tools,
demonstrated some of these insights.

One interesting analysis is the evaluation of the con-
fusion between labelings, expressed by the entropy cal-
culated for each polygon (see section 3.2). This metric
can be considered a measure for "hardness" of labeling
which could be compared with spectral and geometric
metrics on the polygons [11, 5] to see whether shape
complexity is directly related with user confusion on
labeling the polygons. Since this is an on-going work,
more analyses, using more data and more complex al-
gorithms, will be performed regularly.
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