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Abstract: Many applications for control of autonomous platform are being developed and one important aspect is the excess of 
information, frequently redundant, that imposes a great computational cost in data processing. Taking into account the temporal 
coherence between consecutive frames, the PCC (Pearson’s Correlation Coefficient) was proposed and applied as: discarding criteria 
methodology, dynamic power management solution, environment observer method which selects automatically only the 
regions-of-interest; and taking place in the obstacle avoidance context, as a method for collision risk estimation for vehicles in 
dynamic and unknown environments. Even if the PCC is a great tool to help the autonomous or semi-autonomous navigation, 
distortions in the imaging system, pixel noise, slight variations in the object’s position relative to the camera, and other factors 
produce a false PCC threshold. Whereas there are homogeneous regions in the image, in order to obtain a more realistic Pearson’s 
correlation, we propose to use some prior known environment information. 
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1. Introduction 

In the last three decades, visual navigation for 

mobile robots or unmanned vehicles has become a 

source of countless research contributions. On the 

safety front, the progressive safety systems will be 

developed through the manufacturing of an 

“intelligent bumper” peripheral to the vehicle in 

answering new features as: blind spot detection, 

frontal and lateral pre-crash, etc. The objective in 

terms of cost to fill ADAS functions has to be very 

lower than the current adaptive cruise control (500 €) 

[1]. 

Machine vision is an important tool that 

continuously monitors the way forward, proving 

appropriate road information in real time. Aware that 

in the majority of the autonomous systems, the 

machine-vision system is working together with other 

sensors, added to its low cost, this work uses a 

monocular vision-based sensor. Because it uses simple 
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techniques and fast algorithms, the system is capable 

to achieve a good performance, where the compromise 

between processing time and images acquisition is 

fundamental. Although extremely complex and highly 

demanding, thanks to the great deal of information it 

can deliver, machine vision is a powerful means for 

sensing the environment and it has been widely 

employed to deal with a large number of tasks in the 

automotive field. 

The PCC (Pearson’s Correlation Coefficient) [2] is 

widely used in statistical analysis, pattern recognition 

and image processing [3]. Based on Pearson’s method, 

a visual-perception system based on an automatic 

image discarding method was proposed as a simple 

solution to improve the performance of a real-time 

navigation system by exploiting the temporal 

coherence between consecutive frames [4]. This idea 

is also presented in the key-frame selection technique 

[5]. Further, the PCC was applied as an environment 

observer method to save processor energy (power) 

consumption [6]. In the obstacle avoidance context for 

vehicles in dynamic and unknown environments, it 

has also proposed as a real-time collision risk 
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estimation [7] and an extension of the environment 

observer method that selects automatically only the 

ROI (Regions-Of-Interest) [8].  

To better understand this proposal, the Pearson’s 

method is presented in Section 2, followed by the 

region-merging algorithm in Section 3 which aims to 

represent homogeneous regions. Finally, the 

conclusions are given in Section 4. 

2. Pearson’s Correlation Coefficient 

The Pearson’s method in Eq. (1) is widely used in 

statistical analysis, pattern recognition and image 

processing. Applications on the latter include 

comparing two images for image registration purposes, 

disparity measurement, etc. [3]. An example is given 

in Fig. 1. 
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where is the intensity of the pixel in image 1, is the 

intensity of the pixel in image 2, is the mean intensity 

of image 1, and is the mean intensity of image 2. The 

PCC threshold has value 1 if the two images are 

identical, 0 if they are completely uncorrelated, and -1 

if they are completely anti-correlated, for example, if 

one image is the negative of the other. 

3. Region-Merging Algorithm 

The region-merging algorithm mainly aims to 

represent homogeneous regions. In this context, 

distortions in the imaging system, pixel noise, slight 

variations in the object’s position relative to the 

camera, and other factors produce a PCC threshold 

value less than 1, even if the object has not been 

moved or physically altered in any manner. Whereas 

there are homogeneous regions in the image, and in 

order to obtain a Pearson’s correlation closer to reality, 

many proposed methods can be used, as for example, 

the OTM) (otsu thresholding method) [9] and the 

Canny edge detector [10]. Different methods could be 

used for this task, such as [11], [12]. 

Fig. 2a and 2e represent an interval equivalent to 1 s 

(a certain analysis window), namely the reference 

(first) frame and the current (last) frame of the series. 

This pair of frames was submitted to OTM and also to 

the Canny edge detector. The Canny edge detector 

results are presented in Fig. 2b and 2f. Fig. 2c and 2g 

present the Canny step 2: in this case, it initiates then 

analyzing from the slice closest to the vehicle, going 

from the bottom edge of the image until a first 

detected edge; from this point, the image pixels are 

classified as foreground (black).  
 

 
Fig. 1 Example of the PCC for two frames acquired in a 
deterministic interval.  
 

 
Fig. 2 DARPA Desert text-set [14]: (a) and (e) original 
frames; (b) and (f): the Canny edge detection; (c) and (g) 
are the binarized images by Canny step 2; (d) and (h) the 
binarized images by Otsu thresholding method.  
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Fig. 3  DARPA Desert text-set [14]: (a) and (b) original 
frames; (c) binarized image by Otsu thresholding method 
and Canny step 2; (d) the Frame 400 with the background 
of the Frame 430.  
 

 
Fig. 4  DARPA Desert text-set [14]: (a) original frames; (b) 
from a reference frame (a): first frame, its correlation with 
all others; bue line: the Pearson’s correlation; red line: the 
Pearson’s correlation after the region-merging algorithm. 
 

Finally, the OTM results are presented in Fig. 2d and 

2h. 

Right after these processes, the next step is shown 

in Fig. 3c, where it has a yellow pixel for each pair of 

background pixels in both binarized images, whether 

in OTM or Canny. These pixels represent the 

homogeneous regions that will be equaled. Then, the 

last step is shown in Fig. 3d): from this homogeneous 

region (yellow pixels) in Fig 3c), the pixels of the 

current frame will be copied to the reference frame, 

respectively: Fig. 3b and 3a. In resume, Fig. 3d is the 

Fig. 3a with the background of the Fig. 3b. The 

Pearson’s correlation Eq. (1) between Fig. 3a and 3b 

is 0.790. After the region-merging algorithm, it was 

0.800 between Figs. 3d and 3b Taken the DARPA 

Desert text-set [13], the new Pearson’s correlation (Eq. 

(1)) results after the region-merging algorithm are 

presented in Fig. 4b: red line. 

4. Conclusion 

This work presents a simple solution to improve the 

performance of Pearson’s correlation in order to 

obtain a more realistic threshold for applications on 

autonomous robotics. A remarkable characteristic of 

all methodologies presented here is its independence 

of the image acquiring system and of the robot itself. 

The same implementation can be used in different 

mobile robots and may be extended to other sensors. 

Futures work would also be focused to provide ground 

truth measurements from a front mounted radar and/or 

LIDAR system. 
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