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Abstract
This paper introduces a discrete Fourier transform (DFT)‐based method for estimating
the amplitudes and frequencies of interharmonics, which arise from the interaction be-
tween wind power generators and electric power systems. This method exploits the
synergy of choosing signal enhancement, mains frequency estimation, and re‐sampling
techniques. Consequently, it accomplishes a cost‐effective estimation process. The per-
formance results show that signal enhancement and re‐sampling techniques are necessary
to establish suitable conditions for performing amplitude and frequency estimation.
Furthermore, numerical results show that the proposed method, relying on low‐cost
digital signal processing techniques, offers competitive performance and significant
computational complexity reduction compared to a previous DFT‐based method.
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1 | INTRODUCTION

The increasing penetration of renewable energy sources based
on wind power turbines has increased the concerns about the
presence of interharmonics in electric signals. These inter-
harmonics are specific disturbances in electric signals that result
from the interaction between wind power generators and
electric power systems [1–3]. Indeed, interharmonics are rec-
ognised as the underlying source of turbine shaft breaks,
overheating, equipment degradation, voltage fluctuations, and
light flicker [4–6]. Also, they can affect the stability and quality
of electric power systems. Consequently, interharmonics
monitoring constitutes an essential task to quantify the degra-
dation inserted by interharmonics.

The International Electrotechnical Commission (IEC)
61000‐4‐7 standard, relying on the discrete Fourier transform

(DFT), describes a procedure to estimate the harmonic and
interharmonic components by considering groups and sub-
groups of tones [7]. For obtaining the frequency resolution of
5 Hz, the IEC 61000‐4‐7 standard specifies finite‐length se-
quences that correspond to 12 and 10 cycles for 60 and 50 Hz
mains frequencies, respectively. The highest harmonic consid-
ered in this standard is the 50th. Essentially, it groups the energy
contained around each harmonic to estimate its magnitude, and
the frequency assigned to an interharmonic is the mean value
between two consecutive harmonics, which may not be a
reasonable procedure for characterising interharmonics.

Recognising the necessity for improvements, several studies
have introduced methods to estimate the parameters of inter-
harmonics. Ref. [8] presented a method based on Vortex search,
while Ref. [9] introduced the use of the Kalman filter (KF),
which was further improved in Ref. [10]. Moreover, multiple
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signal classification, Prony's method, estimation based on rota-
tional invariance technique (ESPRIT), adaptive linear element,
matching pursuit, and discrete wavelet transform [11–16] were
considered. The genetic algorithm [17], least‐squares optimisa-
tion [18], machine learning [19], deep learning [20], and inde-
pendent component analysis [21] methods were also considered.
Some of the above‐mentioned methods present good perfor-
mance; however, it is attained by demanding high computational
complexity.

Furthermore, there is a considerable interest in designing
DFT‐based methods to estimate the parameters of inter-
harmonics in electric power systems. The reason for such
attractiveness is the advantageous trade‐off between perfor-
mance and computational complexity since the DFT is
already standardised to estimate parameters of harmonics. In
other words, if we are capable of using the DFT to estimate
the parameters of harmonics and interharmonics, then we
can reduce the computational complexity associated with the
estimation process. Nonetheless, the spectral leakage de-
grades the performance of DFT‐based methods. Ref. [22]
introduced the interpolated discrete Fourier transform
(IpDFT), which aims to estimate the frequency of inter-
harmonics, while Ref. [23] proposed a three‐point IpDFT
method to estimate the parameters of frequency compo-
nents. Also, Ref. [24] introduced an enhanced IpDFT, which
relies on the Hilbert transform to improve the estimation
process. It is important to emphasise that the accuracy of
the IpDFT is compromised under the presence of spectral
leakage, which occurs when the monitored electric signal is
not coherently sampled concerning harmonics. Consequently,
it is necessary to investigate tools capable of mitigating
spectral leakage.

To improve the performance of estimation methods
applied to interharmonics, which are contaminated by the
presence of non‐coherently sampled harmonics, the combi-
nation of re‐sampling and IpDFT is a valuable research
direction. For instance, Ref. [25] uses pre‐filters based on
the inverse function of the cubic spline to perform re‐
sampling while Ref. [26] focusses on pre‐filters designed
via least‐squares approximation with the same aim. Both
methods result in more computational complexity since the
performance of the designed pre‐filters increases with their
order. A comparison between re‐sampling techniques pro-
posed in Ref. [25, 26] was detailed in Ref. [27] in the
context of the IEC 61000‐4‐7 standard. From the above
discussion, the research direction for improving the param-
eter estimation process for interharmonics is to advance the
combination of signal enhancement, re‐sampling, and DFT‐
based methods.

This paper proposes a combination of signal enhancement,
re‐sampling, and amplitude and frequency estimation tech-
niques that leads to improved performance and reduced
computational complexity when a DFT‐based method is taken
into account. Signal enhancement creates a condition to
facilitate the estimation process while re‐sampling mitigates
spectral leakage associated with harmonics when they are not

coherently sampled. Furthermore, the proposed DFT‐based
method exploits the fact that only one interharmonic exists
between two consecutive harmonics. Consequently, a simple
technique is applied to estimate the amplitude and frequency of
interharmonics. In other words, this paper proposes an effi-
cient, robust, and low computational complexity DFT‐based
method for estimating the parameters of interharmonics.
Furthermore, the proposed method offers good accuracy in
various scenarios such as frequency deviation and presence of
noise, besides being a promising technique in practical appli-
cations. The main contributions are as follows:

� A discussion of the benefits related to the combination of a
simple digital filter‐based signal enhancement technique
concatenated to the zero‐crossing‐based frequency estima-
tion for providing low‐cost and improved mains frequency
estimates.

� A presentation of the simplicity of using the Lagrange
interpolation with the Farrow structure for re‐sampling
electric signals and ensuring harmonics are always coher-
ently sampled, which significantly improve the performance
of the parameter estimation technique applied to
interharmonics.

� A discussion of a simple technique to estimate the amplitude
and frequency of a single interharmonic localised between
two consecutive harmonics.

Based on the provided discussions and numerical results, we
unveil the following findings:

� A suitable combination of low‐pass and pass‐band digital
filters offers the necessary signal enhancement for allowing
a low‐cost mains frequency estimation technique to attain
improved performance.

� The implementation of Lagrange interpolation with the
Farrow structure is effective for re‐sampling electric signals
with the advantage of offering low computational
complexity.

� The proposed method offers improved performance and
significant computational complexity reduction in compar-
ison to previous DFT‐based methods.

� The gains attained with the appropriate combination of
digital signal processing‐based techniques, which are
described in this contribution, result in an effective and
efficient DFT‐method for estimating the parameters of
interharmonics in wind power generation plants or similar
scenarios.

The rest of this paper is organised as follows: Section 2
formulates the investigated problem; Section 3 details the
proposed DFT‐based method; Section 4 focusses on signal
enhancement and mains frequency estimation; Section 5 dis-
cusses re‐sampling; Section 6 addresses amplitude and fre-
quency estimations; Section 7 presents numerical results and
performance comparisons; finally, Section 8 contains our
concluding remarks.
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2 | PROBLEM FORMULATION

Let us assume that an electric signal (i.e. voltage or current) can
be modelled by the following random process [28–30]:

xðtÞ ¼ A0 þ
PN1

k¼1
Ak cos kΩ0ðtÞt þ θkðtÞð Þ

þ
PN2

l¼1
AI ;l cos ΩI ;lt þ θI ;lðtÞ

� �

þ
PN3

l¼1
AS;l cos ΩS;lt þ θS;lðtÞ

� �

þ
PN4

l¼1
ximp;lðtÞ þ

PN5

l¼1
xnot;lðtÞ

þ
PN6

l¼1
xosc;lðtÞ þ vðtÞ;

ð1Þ

where −∞ < t< +∞; A0 is the direct current (DC) compo-
nent; {A1, Ω0(t), θ1(t)}, {Ak, kΩ0(t), θk(t)}, {AI,l, ΩI,l, θI,l(t)},
and {AS,l, ΩS,l, θS,l(t)} are the parameters of time‐varying
mains, harmonic, interharmonic, and supraharmonic compo-
nents, respectively; Ω0(t) = 2πf0(t) and f0(t) is the time‐varying
mains frequency. Moreover, ximp,l(t), xnot,l(t), and xosc,l(t)
denote the lth impulse, lth notch, and lth damped oscillatory
transients, respectively, which are supposed to be random
processes. Note that N1, N2, and N3 are the number of mains
plus harmonics, interharmonics, and supraharmonics, respec-
tively, while N4, N5 and N6 refer to the number of the afore-
mentioned transients. We assume that the additive noise, v(t),
and transient components are zero mean wide‐sense stationary
random processes. In addition, v(t) is modelled as a Gaussian
random process.

The link between the components in electric signals (i.e.
waveform distortions in electric signals) and specific events is
well established. A brief description of a few events that
manifest in the form of waveform distortions in electric signals
is as follows:

� DC: It is induced into the electric power system when a
rectifier fails since alternating current/DC conversion can
add unwanted current to devices already operating at their
rated level. The circulation of DC currents can provoke
overheating and saturation of transformers [31].

� Mains component: Distortions in this component refer to
variations of its amplitude and frequency values [32, 33].
Amplitude variation can result in flickering lights, insulation
degradation, data corruption, industrial processing errors,
and other problems. Frequency variations make motors or
sensitive devices inefficient.

� Harmonics: They are caused by the interaction between
electric power systems and non‐linear loads [34]. They can
result in over‐voltage, equipment malfunction, equipment
heating, and damage, among other problems [35].

� Interharmonics: These components are characterised by
frequencies that are non‐integer multiple of the mains

frequency. Interharmonics are observed in the operation of
static frequency converters, cycloconverters, subsynchronous
converter cascades, adjustable speed drives for induction or
synchronous motors, arc furnaces, and other loads that are
not pulsating synchronously with the mains frequency [4].
They can cause overheating and reduced lifetime of equip-
ment, sub‐synchronous oscillations, voltage fluctuations,
unintended tripping of protection circuits, and flickering
lights, among other problems [36].

� Supraharmonics: These high‐frequency distortions refer to
waveform distortions related to the frequency range 2–
150 kHz [37]. They can cause heating losses, audible noises,
malfunction of equipment, flickering light, and undesirable
tripping of the earth‐leakage differential protection, among
other problems [38].

� Impulsive transients: These refer to random and non‐
periodic, sudden, and high peak variations in the ampli-
tude of electric signals. They can cause the loss (or cor-
ruption) of data and physical damage of equipment.
Lightning is probably the most damaging type of impulsive
transient.

� Oscillatory transients: They are random processes associated
with sudden changes in the steady‐state conditions of
electric signals that manifest in the form of decaying oscil-
lations [39, 40].

� Notch transients: These are modelled as cyclostationary
random processes and are related to a typical disturbance in
voltage signals. They can cause halts, data loss, and data
transmission problems [41].

� Additive noise: This combines thermal noise and radio
signals induced into unshielded power lines. It can result in
equipment malfunction and long‐term component failure,
among other problems.

Concerning interharmonics, attention should be paid to
these components in electric signals because they can cause
serious problems, as mentioned above. Interharmonics are
present mainly in electric power systems that rely on power
electronics to interconnect electric power circuits operating
with distinct frequencies (e.g. transmission electric power grid
and wind power generation circuits). Regarding interharmonics
in such interconnections, the following model applies [42]:

f i ¼ p1m� 1ð Þf0 � fr ð2Þ

in which fi is the interharmonic frequency, p1 ∈ N − f0g is the
pulse number of the rectifier section, m ∈ Z is an integer, f0 is
the mains frequency, and fr is the ripple frequency.

In wind power generation, the interharmonic frequencies
are located between the DC and mains frequencies and be-
tween the mains frequency and the second harmonic [43].
Double‐fed induction generators and series compensation‐
based transmission electric power systems, which are inter-
connected to the wind power generation circuit, are responsible
for producing and injecting these undesirable components into
electric signals.
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Analyses of electric signals in the time, frequency, and
spatial dimensions are essential to monitor and predict the
dynamics of electric power systems. These tasks can be facil-
itated by performing synchronous digitisation of electric sig-
nals1; however, characteristics of measuring units create
difficulties for ensuring synchronous digitisation of electric
signals. Moreover, the presence of distinct and undesirable
components in electric signals imposes the necessity of
applying complex and robust tools to analyse these signals.
Therefore, the principle of divide to conquer has been widely
considered in different applications.

Recently, the increasing inclusion of wind‐based renewable
energy sources in electric power systems has brought greater
attention to interharmonics generated by devices whose
switching frequencies are not synchronised with the mains
frequency (e.g. wind turbines). The wind turbines heavily rely
on semiconductor devices with non‐synchronised switching
frequency to the mains frequency. Consequently, it may cause
adverse effects on existing electric power systems' assets and
loads. Unfortunately, the analysis of interharmonics is not a
simple task to be accomplished as these components are
located close to the mains frequency and the second harmonic
component. As a result, the estimation of their parameters
needs to be carefully addressed.

In this regard, let us assume that a band‐limited version of
an electric signal given by (1) (i.e. Xðf Þ ¼ FfxðtÞgj Xðf Þ
¼ 0 ∀ jf j ≥ B, where Ff⋅g denotes the continuous‐time
Fourier transform and B ∈ Rþ) is digitised using the sam-
pling period Ts = 1/fs, in which fs = 2B. After the digitisation
process, the following expression is obtained in the discrete‐
time domain:

x½n� ¼ xðtÞjt¼nTs ¼ A0 þ
XN1

k¼1

Ak cos kω0½n�nþ θk½n�ð Þ

þ
XN2

l¼1

AI ;l cos ωI ;lnþ θI ;l½n�
� �

þ
XN3

l¼1

AS;l cos ωS;lnþ θS;l½n�
� �

þ
XN4

l¼1

ximp;l½n� þ
XN5

l¼1

xnot;l½n�

þ
XN6

l¼1

xosc;l½n� þ v½n�:

ð3Þ

Relying on the use of the DFT for estimating parameters of
interharmonics, a N‐length sequence, which is constituted by
samples of a causal sequence {x[n]} | 0≤n< + ∞ is considered.
In practice, anN‐length window sequence fw½n�gN−1

n¼0 is applied
to {x[n]}. As a result, we obtain the following finite‐length
sequence:

xw;l½n� ¼ x½n − lN �w½n�; 0 ≤ l < ∞; 0 ≤ n ≤N − 1: ð4Þ

Discussion of the type of window sequence and the exis-
tence of overlaps between consecutive N‐length sequences is
beyond the scope of our work; however, based on Ref. [43], we
adopt the Hanning window and non‐overlap between
consecutive N‐length sequences. As well‐established in the
literature, the DFT is an appropriate technique to detect and
estimate the parameters of interharmonics if Δω = 2π/N or
Δωe = 2π/M, in whichM ∈ N − f0g denotes the length of the
zero‐padded2 version of xw[n]3, ensures that the tones
associated with interharmonics agree with the tones of a N‐ or
M‐length DFT, respectively. However, as the frequencies of
interharmonics are not integer multiples of the mains fre-
quency, the value of N or the choice of M may incur
tremendous computational burden because the DFT's fre-
quency resolution must correspond to a very short frequency
resolution in the continuous‐frequency domain (e.g.
0 < Δf ≤ 5 Hz). In other words, the sampling frequency must
increase beyond what is feasible to obtain a large N value, or
the value of M must be considerably high. Then, both ap-
proaches give rise to improved performance and significant
computational complexity.

Moreover, we remind ourselves that electric signals can be
submitted to synchronous/coherent or asynchronous/non‐
coherent sampling processes that are supposed to be related to
harmonics. The former sampling process refers to fs for
ensuring the harmonics are synchronously acquired, while the
latter assumes fs, providing an asynchronous acquisition of
electric signals. It is important to emphasise that DFT‐based
methods rely on the coherent sampling process since it gua-
rantees that harmonics are located over the tones of the DFT.
Needless to say that the non‐coherent sampling process always
applies to interharmonics.

Assuming coherent sampling process for harmonics, we
can state that the use of the DFT in the sequence {xw[n]}, with
the eyes on interharmonics, results in spectral leakage because
the interharmonics are not located over the tones of the DFT,
leading to poor estimates of interharmonics' parameters. For
illustration purposes, Figure 1a,b show, respectively, the
magnitude of the DFT of the discrete‐time version of the
electric signals given by

x1ðtÞ ¼ 0:1 cosð2π83:5tÞ ð5Þ

and

x2ðtÞ ¼ 0:1 cosð2π86:5tÞ; ð6Þ

when Ts = 0.097 � 10−3 s and N = 2048, which corresponds
to 12 cycles of the mains signal with f0 = 60 Hz. Note that only
the magnitudes of the DFT samples surrounding the inter-
harmonic are shown. Giving the choice of Ts and N, we see

1
In our paper, we are assuming that synchronous digitisation means that all acquisition
devices make use of a universal clock (e.g. GPS clock) and the same sampling frequency.

2
Zero‐padding is a helpful tool to increase spectral resolution of the DFTwhen the length
of a sequence is small.
3
For the sake of simplicity, the index l is omitted.
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that Δω corresponds to Δf = 5 Hz. Note that the abscissa axis,
in both graphs, is in terms of kΔf because it facilitates the
interpretation of the displayed waveforms.

According to Figure 1a,b, there is, as expected, a remark-
able picket‐fence effect and inspection of the frequency con-
tents indicate that the interharmonic frequency is equal to
85 Hz, which is incorrect. Moreover, if we consider the fre-
quency 85 Hz as an inflection point, we can see that the
spectral leakage is higher on the left side when the inter-
harmonic is located on the left side and vice‐versa when the
interharmonic is located on the right side. We can also observe
similar results under the presence of harmonics, which we
assume to be synchronously sampled, because the spectral
leakage will be solely associated with interharmonics, which are
asynchronously sampled.

As the devices used for monitoring wind power genera-
tors4 do not allow us ensure that harmonics be coherently
sampled, the value of the mains frequency is not constant, and
the presence of other components in electric signals degrades
the performance of the DFT‐based method applied to estimate
interharmonics' parameters. Section 3 details a novel DFT
method that is capable of minimising the aforementioned
problems when we are dealing with interharmonics in wind
power generation.

3 | ESTIMATING INTERHARMONICS

We noted in Section 2 clearly that a DFT‐based method
designed to estimate interharmonics' parameters in wind power
generation has to guarantee high signal‐to‐noise ratio (SNR)

conditions and coherently sampled harmonics. High SNR can
be accomplished via a signal enhancement technique, which
needs to be carefully designed to reduce the power of dis-
turbing components located outside the frequency band of
interest. Note that we can ensure coherent sampling for har-
monics as long as f0(t) = f0 Hz because sampling frequency is
typically constant in data acquisition equipment. However, the
dynamics of electric power systems impose that the mains
frequency is time‐varying (i.e. f0(t)), and the sampling fre-
quency may vary among the devices, meaning harmonics are
asynchronously sampled. Therefore, it is necessary to apply a
digital signal processing technique to re‐sample the sequence
{x[n]} and to ensure harmonics are coherently sampled.

In this sense, let us assume that the sampled signal is given
by Equation (3), the value of the mains frequency varies with
time, the sampling frequency is fs = f0Nc with f0 ∈ {50, 60} Hz
being the value the mains frequency5, N = LNc and
L;Nc ∈ N − f0g are the numbers of cycles of the mains signal
and the number of points in each cycle, respectively, and N is
the length of a sequence that will be used to estimate the pa-
rameters of interharmonics in the discrete‐frequency domain,
which is provided by the DFT. In practice, it is necessary to
estimate the mains frequency because the sampling process
supposes that the mains frequency is equal to f0; however, the
correct value is f 00 ¼ f0ðtÞ, which is an estimate of f0(t) within a
certain time interval covered by the N‐length sequence xw[n]6,
and unfortunately, f 00 ≠ f0.

Considering the model for electric signals and the necessity
of estimating interharmonics' parameters in wind power gen-
eration, in which only one interharmonic is located in the
frequency ranges defined by [l f0, (l + 1) f0], l ∈ {0, 1} (i.e.
below f0 Hz and between f0 and 2f0 Hz), it is appealing to
advance a DFT‐based method for estimating parameters of
interharmonics that incorporate the following enhancements:

� A suitable signal enhancement technique to remarkably
reduce the influence of the spectral contents of distortions7

in the estimation process.
� A simple technique to estimate the mains frequency for

performing re‐sampling, which ensures harmonics are al-
ways coherently sampled8.

� A simple re‐sampling technique to guarantee the harmonics
are coherently sampled when the mains frequency is
different from f0 (e.g. 50 or 60 Hz).

� The use of a parameter estimation technique that can exploit
the spectral leakage characteristic of the DFT when only
interharmonics are supposed to be asynchronously sampled.
It is critical because the interhamonics associated with wind
power generation are around the mains frequency.

F I GURE 1 Spectral leakage around two interharmonic frequencies.
(a) 83.5 Hz and (b) 86.5 Hz

4
It is possible to design data acquisition devices that ensure harmonics are coherently
sampled; however, it will result in a significant cost increase. To overcome this problem,
we rely on digital signal processing [29, 30, 42, 44–47] because it can result in feasible and
simple solutions.

5
The choice of this value depends upon the country. In Brazil, f0 = 60 Hz.
6
We assume that the coherence time for the mains frequency is longer that T = NTs. In
other words, f0ðtÞ ¼ f

0

0 in a time period of T seconds. Coherent time refers to a given
time interval over which a given parameter presents negligible variation.
7
For estimating the parameters of interharmonics, other components are considered
distortions, and their minimisation improves SNR.
8
It ensures that the spectral leakage related to non‐coherently sampled harmonics is
negligible.
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Figure 2 shows a block diagram of the proposed DFT‐
based method that encompasses these enhancements. The
first block represents the signal enhancement, the second
block refers to mains frequency estimation, the third block
deals with re‐sampling, the fourth block refers to the DFT,
and the fifth block represents the estimation of the param-
eters of interharmonics. To detail the proposed method,
Section 4 focusses on signal enhancement and mains fre-
quency estimation, while Section 5 addresses the use of re‐
sampling, and Section 6 addresses the estimation of param-
eters of interharmonics.

4 | DIGITAL FILTERING AND MAINS
FREQUENCY ESTIMATION

The estimation of the mains frequency is essential in the
proposed method because it drives the performance of the re‐
sampling process. The performance of a frequency estimation
technique is degraded by the SNR associated with the mains
signal, which is given by

SNRmains ¼
Pmains

Pharm þ Pinter þ Psupra þ Pimp þ Pnot þ Posc þ Pv
;

ð7Þ

where Pmains, Pharm, Pinter, Psupra, Pimp, Pnot, Posc, and Pv denote
the powers associated with the mains, harmonics, inter-
harmonics, supraharmonics, impulsive, notch, oscillatory, and
additive noise components, respectively. To obtain a high SNR
associatedwith themains signal (e.g. SNRmains →Pmains/Pv,mains,
where Pv,mains refers to the power of the additive noise located
over the mains frequency), it is necessary to apply a signal
enhancement technique.

The design of a simple and effective signal enhancement
technique based on digital filters [42] allows us to use a cost‐
effective technique to estimate the mains frequency. The
designed signal enhancement technique is composed of the
cascade of low‐pass and band‐pass infinite impulse
response (IIR) digital filters. The former digital filter reduces
the distortion inserted by high‐frequency components, while
the latter digital filter provides an additional signal enhance-
ment around the mains frequency. This combination allows us
to use digital filters that are very simple to design and demand a
low computational burden.

The low‐pass digital filter is a N0‐order Butterworth IIR
digital filter [44] designed with parameters (ωp, N0)

9, in which
ωp and N0 refer to the band‐pass frequency edge in 3‐dB cut‐
off frequency and the filter order, respectively. The chosen
band‐pass IIR digital filter is of N1‐order with ωmains being the
mains frequency in radian per sample, and Bw is the frequency
bandwidth, in radians, around ωmains when the 3‐dB cutoff
frequency is considered [44].

Different techniques, such as the phase‐locked loops, DFT,
least‐squares, KF, among others, can be used to estimate the
mains frequency. However, we simplify the estimation process
by using the zero‐crossing technique [48] because the signal
enhancement yielded by the digital filters remarkably reduces
distortions in the waveform of electric signals that, in this case,
are associated with the presence of different components from
the mains frequency. The zero‐crossing technique makes use of
the last sample x[n − 1] in the previous (i.e. lth) mains cycle
and the first sample x[n] in the current (l + 1th) mains cycle to
estimate the mains frequency, see illustration in Figure 3. The
zero‐crossing is a point over a linear function passing through
both samples. It is obtained by solving the following system of
equations:

x½n − 1�
K

¼ −
x½n�
P

and K þ P ¼ 1: ð8Þ

Manipulating Equation (8), we come up with the following
values:

K ¼
x½n − 1�

x½n − 1� − x½n�
; P ¼ −

x½n�
x½n − 1� − x½n�

; ð9Þ

where K and P correspond to the time intervals between the
sample x[n− 1] and zero‐crossing point and zero‐crossing point
and the sample x[n], respectively. Finally, the estimated sampling
period and mains period in the lth mains cycle is given by

T 0s½l� ¼ P½l�Ts and
T 0½l� ¼ T þ Ts − T 0s½l�;

ð10Þ

F I GURE 2 The block diagram of the proposed DFT‐based method

9
The typical specification for designing such a filter is to define the band‐pass and stopband
frequency edges as well as the attenuation in the band‐pass and stopband; however, we
decided to use only the band‐pass frequency edge and the filter order. This allows us to
design the digital filter based on its order. It is another way of designing a low‐order digital
filter.
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respectively, in which T is the value of the mains period when
the mains frequency is f0 ∈ {50, 60} Hz. As a result, the es-
timate of the mains frequency in the lth mains cycle is given by

f 00½l� ¼
1
T 0½l�

: ð11Þ

Aiming to smooth the residual distortions at the output of
the signal enhancement technique, the estimate of the mains
frequency is given by

f 00 ¼
1
L

XL−1

l¼0

f 00½l�; ð12Þ

where L is the number of estimates of the mains frequency.

5 | SEQUENCE RE‐SAMPLING

Non‐coherent sampling substantially degrades the perfor-
mance of parameter estimation of interharmonics when the
DFT is taken into account. Regarding wind power generation,
we pointed out that coherently sampled harmonics result in
spectral leakage related to interharmonics if the electric signal
consists only of harmonics and interharmonics. This scenario
can be obtained using a well‐designed low‐pass digital filter,
concentrating on harmonics and interharmonics.

As the mains frequency may vary from its nominal value
(i.e. 50 or 60 Hz), it is necessary to apply a technique to re‐
sample the acquired electric signals because it ensures har-
monics are coherently sampled. The re‐sampling process is not
a simple task since the re‐sampling ratio may not be an integer
number. Consequently, the re‐sampling process may be better
performed by using interpolation techniques as suggested in
Ref. [44]. Both Lagrange‐ and spline‐based interpolation
techniques can be applied as they benefit from an imple-
mentation based on the Farrow structure, easily implemented
in a digital signal processor. Between them, we have chosen the
former interpolation technique because it does not require pre‐
filtering as the latter does, see Ref. [25, 26] for more details.

According to Ref. [44], a Lagrange‐based interpolated
sequence is given by

y½n� ¼ x nTs þ αTsð Þ

¼
PN2

k¼−N1

PkðαÞx½nþ k�;
ð13Þ

where α ∈ Rj0 < α < Ts and Pk(α) is the Lagrange polynomial
given by

PkðαÞ ¼ ∏
N2

l¼−N1

l≠k

ðα − lÞ
ðk − lÞ ð14Þ

with −N1 ≤ k ≤ N2 and α¼mod Ts;T 0s
� �

, which returns the
rest of T 0s=Ts, and T

0
s ¼ 1= Nf 00

� �
.

Assuming that a third‐order Lagrange polynomial with
N1 = 2 and N2 = 1 is used to interpolate the discrete‐time
signal, we come up with the following expression:

y½n� ¼ α3
k −

1
6
x½n − 2� þ

1
2
x½n − 1� −

1
2
x½n� þ

1
6
x½nþ 1�

� �

þ α2
k

1
2
x½n − 1� − x½n� þ

1
2
x½nþ 1�

� �

þ αk −
1
6
x½n − 2� − x½n − 1� þ

1
2
x½n� þ

1
3
x½nþ 1�

� �

þ x½n�;
ð15Þ

where αk = kα when we assume n = 0 + k, k = 0, 1, …, K
with K = max{k} subject to kα < 1. We increment k and
calculate αk = kα as long as kα < 1. If kα > 1, then we start
over the process to update αk with n = K + k, k = 0, 1, …, K
and so on. Note that these digital filters perform the inter-
polation using samples x[n − 2] to x[n + 1] to re‐sample the
samples x[n].

It is important to emphasise that Equation (15) is a dif-
ference equation of a non‐causal time‐varying system. Conse-
quently, delay must be included in order to have a causal time‐
varying system. This time‐varying system can be implemented

F I GURE 3 Details about zero‐crossing associated with the mains
frequency
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using the Farrow structure shown in Figure 4, in which the
transfer functions of finite impulse response (FIR) digital filters
are given by

H0ðzÞ ¼ −
1
6
z−2 þ

1
2
z−1 −

1
2
þ

1
6
z

H1ðzÞ ¼
1
2
z−1 − 1þ

1
2
z

H2ðzÞ ¼
1
6
z−2 − z−1 þ

1
2
þ

1
3
z

H3ðzÞ ¼ 1:

ð16Þ

To illustrate the re‐sampling process, Figure 5 shows the
corresponding four samples over a continuous‐time signal,
which was non‐coherently sampled. The re‐sampled point in
the interval between x(nTs) = x[n] and x((n + 1)Ts) = x[n + 1].
Moreover, to show how the re‐sampling process works,
Figure 6 shows the sequences with and without re‐sampling.
Both sequences are constituted of one sinusoidal component
with the mains frequency equal to 58 Hz. Note that the re‐
sampled sequence has an integer number of cycles, whereas
the sequence without re‐sampling does not. The frequency
spectrum of two signals, with and without re‐sampling, is
discussed in Section 7.

Ensuring harmonics are always coherently sampled, the
spectral leakage around harmonics, in the discrete‐frequency
domain provided by the DFT, is solely related to inter-
harmonics. Therefore, Section 6 emphasises the benefits of re‐
sampling for estimating the amplitude and frequency of
interharmonics.

6 | INTERHARMONIC PARAMETER
ESTIMATION

Relying on the benefits obtained by using the signal
enhancement and re‐sampling techniques, this section dis-
cusses a simple technique to estimate the amplitude and fre-
quency of interharmonics.

Let Xw½k�f g
N−1
k¼0 be the sequence obtained after applying the

DFT in Equation (4), which is assumed to be corrupted solely by
coherently sampled harmonics and non‐coherently sampled
interharmonics10. Coarse localisation of interharmonics de-
termines the frequency range where the interharmonics are
assumed to be located. To provide such coarse localisation, we
first define the range index set denoted by Kλ ¼

k ∈ N j jXw½k�j > λmax jXw½k�jf g, where 0 < λ < 1, which is
illustrated in Figure 7. Next, we define two subsets of indices that
are contained in the set Kλ. The former subset is composed of
the indices inKλ corresponding to the frequencies lower than f0
and denoted K−

λ while the latter subset is composed of the
indices related to frequencies higher than f0 and lower than 2f0,
which is denoted Kþλ . The obtained sequences are denoted by
X−½k�f g ¼ Xw½k�f gK−

λ
and Xþ½k�

� �
¼ Xw½k�f gKþλ

. Now, we
seek the indices related to the three highest magnitude values in
{X−[k]} and {X+[k]}. These indices are denoted by k−

0 ; k
−
1 ;

�

k−
2 g and kþ0 ; k

þ
1 ; k

þ
2

� �
, which refer to the highest magnitude

values below f0 Hz and between f0 and 2f0 Hz, respectively. As
only one interharmonic can be observed in each frequency range
[43], we can estimate the frequencies of interharmonics located
below f0 (i.e. bf

−
I ) and between f0 and 2f0, bf

þ

I , using

bf
−
I ¼ k−

1 þ δ−� � f s
N

ð17Þ

and

bf
þ

I ¼ kþ1 þ δþ
� � f s

N
; ð18Þ

F I GURE 4 The Farrow structure for implementing a third‐order
Lagrange polynomial

F I GURE 5 Illustration of the re‐sampled point

F I GURE 6 Sinusoidal signal with and without re‐sampling

10
We are also assuming that distortions of high‐frequency contents are filtered out by a
signal enhancement technique (e.g. a low‐pass digital filter).
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respectively, where δ− and δ+ are fractional compensations
obtained by interpolating X− k−

0

� �
;X− k−

1

� �
;X− k−

2

� �� �
and

Xþ kþ0
� �

;Xþ kþ1
� �

;Xþ kþ2
� �� �

, respectively. Note that δ− and
δ+ are given by

δ− ¼
jX−�k−

0

�
j − jX− k−

2

� �
j

jX− k−
0

� �
j þ 2jX− k−

1

� �
j þ jX− k−

2

� �
j

ð19Þ

and

δþ ¼
jXþ

�
kþ0
�
j − jXþ kþ2

� �
j

jXþ kþ0
� �
j þ 2jXþ kþ1

� �
j þ jXþ kþ2

� �
j
; ð20Þ

respectively. The estimates of the corresponding inter-
harmonics are given by [43]

bA
−
I ¼ jX

− k−
1

� �
j
πδ−

sin πδ−ð Þ
δ−ð Þ

2 − 1
� �

ð21Þ

and

bA
þ

I ¼ jX
þ kþ1
� �
j
πδþ

sin πδþð Þ
½ δþð Þ2 − 1�; ð22Þ

respectively.
Last but not least, the discussed procedure to estimate the

frequencies and amplitudes of interharmonics can be applied
to other frequency ranges as far as the assumptions remain (i.e.
electric signal corrupted solely by coherently sampled har-
monics, non‐coherently sampled interharmonics, and only one
interharmonic in each frequency range).

7 | NUMERICAL RESULTS

This section discusses the numerical results related to the
parameter estimation of interharmonics using the proposed
DFT‐based method. In this sense, we assume fs = Ncf0 Hz,
Nc = 16, N = 12Nc, f0 ∈ {59.9, 60} Hz, and L = 12Nc, which

comply with the IEC 61000‐4‐7 standard. Also, we adopt a
second‐order Butterworth low‐pass IIR digital filter designed
with ωp = 2π150/fs andN0 = 2 and a 12th‐order band‐pass IIR
digital filter designed with ωmains = 2π60/fs and Bw = 2π10/fs
for performing the signal enhancement to facilitate the esti-
mation process of the mains frequency. Furthermore, we
consider λ = 0.03 and the SNRof the mains frequency related to
the additive noise that is equal to 45 and 70 dB11.

To numerically analyse each part of the proposed DFT‐
based method and detail the synergistic gains related to its
components, this section is organised as follows: Subsection 7.1
discusses the improvements related to signal enhancement for
performing mains frequency estimation; Subsection 7.2 deals
with the enhancements related to re‐sampling; Subsection 7.3
details the performance of the amplitude and frequency esti-
mation technique; Subsection 7.4 discusses a performance
comparison in terms of amplitude and frequency estimationwith
two otherDFT‐basedmethods; finally, Subsection 7.5 provides a
comparison in terms of computational complexity with two
other DFT‐based methods.

7.1 | Signal enhancement and mains
frequency estimation

This subsection analyses the performance improvement of the
mains frequency estimation process when it consists of a signal
enhancement technique, which is comprised of the concate-
nation of the low‐pass and band‐pass IIR digital filters. In this
sense, let an electric signal be constituted by the mains
component, interharmonics around the mains frequency, and
the additive noise. This signal can be expressed as

x½n� ¼ cos 2π59:9nTsð Þ þ 0:1cos 2π50nTsð Þ

þ0:1cos 2π70nTsð Þ þ v½n�;
ð23Þ

in which f0 = 59.9 Hz. For such electric signal, Figure 8 shows
estimates of the mains frequency, f 00½l�, with and without the use
of the designed signal enhancement technique. Also, it shows
the value of f 00, which is obtained using anNc‐order FIR average
digital filter, see Equation (12), when f 00½l� is obtained by using
the designed signal enhancement technique. These results
emphasise that signal enhancement significantly mitigates the
mains frequency oscillation caused by the presence of inter-
harmonics, which results in better mains frequency estimates
when we use the zero‐crossing technique, which is a very simple
technique to be implemented. The simulation shows that
f 00 ¼ 59:90 Hz, which agrees with the value in Equation (23).

The benefit behind the use of a signal enhancement tech-
nique is even more significant when the electric signal is also
composed of harmonics. To illustrate this, we consider an
electric signal composed of the mains component, the 3rd

F I GURE 7 Threshold applied to an electric signal in the frequency
domain to detect the interharmonic range

11
In other words, the powers associated with the other components are not taken into
account to define the SNR of the analysed electric signals, which are used for performing
numerical simulations. This choice allows us to keep compatibility with previous studies
in which the SNR was defined in the same way.
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harmonic, whose magnitude is equal to 33.3% of the mains
component, and interharmonics. This signal can be expressed as

x½n� ¼ cos 2π59:9nTsð Þ þ 0:1 cos 2π50nTsð Þ

þ 0:1 cos 2π70nTsð Þ þ 0:333 cos 2π3� 59:9nTsð Þ þ v½n�:
ð24Þ

The mains frequency estimates f 00½l� with and without signal
enhancement as well as the estimate f 00, which is obtained with
the use of the signal enhancement technique, are shown in
Figure 9. As we can see, signal enhancement reduces the dis-
tortions inserted by harmonics and interharmonics. Conse-
quently, mains frequency estimation is improved and results in
f 00 ¼ 59:90 Hz, which agrees with the value in Equation (24).

7.2 | Re‐sampling results

To illustrate the usefulness of the re‐sampling process, we as-
sume that the electric signal is given by

x½n� ¼ cos 2π59:4nTsð Þ þ 0:1cos 2π50nTsð Þ

þ 0:1 cos 2π70nTsð Þ þ 0:2 cos 2π5� 59:9nTsð Þ þ v½n�;
ð25Þ

in which we have the mains frequency, the 5th harmonic, two
interharmonics, and the additive noise. Note that the harmonic's
amplitude is 20% of the amplitude of the mains component.

Figure 10a,b show, respectively, the magnitudes of Xw[k] of
the electric signal before and after the re‐sampling process
when Δf = 5 Hz. Observing these plots, we can see that

F I GURE 8 Estimates of mains frequency with the presence of
interhamonics at frequencies 50 and 70 Hz

F I GURE 9 Estimates of mains frequency under the presence of the
5th harmonic and interhamonics at frequencies 50 and 70 Hz

F I GURE 1 0 Spectrum of the mains signal under the presence of the
5th harmonic and interhamonics at frequencies 50 and 70 Hz. (a) Before re‐
sampling and (b) After re‐sampling
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Figure 10a shows a spectral leakage because the harmonic is
asynchronously sampled, whereas Figure 10b, in which the
harmonics are synchronously sampled, shows spectral leakage
only associated with interharmonics. In other words, the re‐
sampling process is effective to overcome the distortions
inserted by asynchronously sampled harmonics.

7.3 | Interharmonic estimation

To show how the interharmonic estimation process performs,
we consider the electric signal expressed as

x½n� ¼ cos 2πf0nTsð Þ þ AI ;1 cos 2πfI ;1nTs
� �

þAI ;2 cos 2πfI ;2nTs
� �

þ v½n�;
ð26Þ

where AI,1 = 0.1 and AI,2 = 0.1 are the interharmonics' ampli-
tude with frequencies fI,1 ∈ [10, 47] and fI,2 ∈ [73–110],
respectively, the SNR is equal to 45 dB and f0 ∈ {59.9, 60} Hz.

To assess the performance of the frequency estimation
process for interharmonics, we consider the absolute error,
which is given by

ΔbI ;error¼ jbI − bbI j ½Hz�; ð27Þ

where bI ∈ {fI,1, fI,2} and bbI are the true and the estimated
values of the interharmonic's frequency, respectively. For per-
forming the estimation process, we assume that the chosen
values of fI,1 and fI,2 do not change within the L‐length
sequence obtained from Equation (26). To analyse the per-
formance of the amplitude estimation process, we make use of
the normalised absolute error, which is expressed as

aI ;error ¼ 100
jaI − baI j
aI

½%�; ð28Þ

where aI ∈ {AI,1, AI,2} and baI are the true and the estimated
values of the interharmonic's amplitude.

It is important to emphasise that this performance analysis
assumes the use of the proposed DFT‐based method in its to-
tality. It is a necessary information because previous subsections
analysed distinct parts of the proposed DFT‐based method.

Figure 11a,b show fI,error in the frequency ranges 10–
47 Hz and 73–110 Hz, respectively, and f0 = 60 Hz. In these
plots, we can see that fI,error values are lower than or equal to
65.20 and 94.30 mHz when the interharmonics are localised
in the frequency ranges of 10−47 Hz and 73–110 Hz,
respectively. Also, the values of fI,error are around 22.6 and
28.2 mHz, respectively, for these frequency ranges. Regarding
the normalised absolute error, Figure 12a,b show AI,error for
the frequency ranges of 10−47 Hz and 73–110 Hz, respec-
tively. We can note that the maximum values of AI,error are
around 1.26% and 1.49% for the interhamonics localised
below and above f0 = 60 Hz, respectively. Also, the values of
AI,error obtained in these frequency ranges are 0.49% and
0.53%, respectively. Table 1 summarises some information
about fI,error and AI,error for both frequency ranges.

Figure 13a,b show fI,error for the frequency ranges 10–
47 Hz and 73–110 Hz, respectively, and f0 = 59.9 Hz. Ac-
cording to Figure 13, the maximum values of fI,error are equal to
64.0 and 108.3 mHz, respectively, for both frequency ranges
when f = 59.9 Hz. Also, the mean values of fI,error around 20.4
and 30.2 mHz are found, respectively, for both frequency
ranges. Additionally, Figure 14a,b show AI,error in terms of the
frequency ranges 10–47 Hz and 73–110 Hz, respectively,
considering a mains frequency of 59.90 Hz. In these figures,
maximum values of AI,error equal to 1.18% and 1.31% are
found for interharmonics localised in the frequency ranges 10–
47 Hz and 73–110 Hz, respectively. Also, the maximum values
of AI,error equal to 0.50% and 0.54% are observed, respectively,
in these frequency ranges. Furthermore, Table 2 lists the
maximum, mean, minimum, and standard deviation values of
fI,error and AI,error for both frequency ranges.

Based on the reported results of fI,error and AI,error, we can
see that the proposed DFT‐based method is effective to esti-
mate the amplitude and frequency of interharmonics related to
wind power generation. Indeed, the values of fI,error and AI,error

F I GURE 1 1 The values of the absolute error of the frequency
estimates for the two frequency ranges when the mains frequency is
without deviation (i.e. f0 = 60 Hz). (a) 10–47 Hz and (b) 73–110 Hz

F I GURE 1 2 The values of the normalised absolute error of the
amplitude estimates for the two frequency ranges when the mains
frequency is without deviation (i.e. f0 = 60 Hz). (a) 10–47 Hz and (b) 73–
110 Hz
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for the scenarios with and without a mains frequency deviation
are fairly similar.

7.4 | Performance comparison

To carry out a performance comparison, we selected a partial
version of the proposed DFT‐based method, which is charac-
terised by the absence of signal enhancement and re‐sampling,

and a previous DFT‐based method, which is detailed in Ref.
[43]. The performance analysis of the partial version of the
proposed DFT‐based method aims to show the effectiveness of
signal enhancement and re‐sampling. In the following, we use
terms Benchmark I and Benchmark II to denote, respectively,
the partial version of the proposed DFT‐based method and the
method addressed in Ref. [43]. Also, we assume the electric
signal given by Equation (26) presents a SNR equal to 70 dB,
which agrees with Ref. [43], and interharmonics magnitudes
(AI,1 andAI,2) varying in the range between 5% and 150% of the
mains amplitude.

Table 3 summarises the absolute values for the frequency
estimation error fI,error and the normalised absolute values for
the amplitude estimation error AI,error when both frequency
ranges are considered (i.e. below and above 60 Hz) and
f0 = 59.93 Hz for the proposed DFT‐based and Benchmark I
methods, and f0 = 49.93 Hz for Benchmark II. The first dif-
ference between the proposed DFT‐based, Benchmark I, and
Benchmark II methods is related to the intended frequency
ranges. The proposed DFT‐based and Benchmark I method on
10–47 Hz and 73–110 Hz for the mains frequency equal to
59.93 Hz, while the Benchmark II considers 10–40 Hz and 60–
90 Hz, which agree with Ref. [43] for the mains frequency equal
to 49.93 Hz. According to Table 3, Benchmark II shows results
slightly better than the proposed DFT‐based method; however,
the accuracy of the attained estimates is high, which makes such
very small difference negligible. Moreover, Benchmark I attains
the worst performance. Indeed, it attains absolute error for the
frequency estimates of 18.47 Hz and 18.40 Hz for the inter-
harmonics located in the frequency ranges of 10–47 Hz and 73–
110 Hz, respectively, while the normalised absolute error for the
amplitude estimates is equal to 1.59% for both frequency ranges.
Note that the absence of signal enhancement, mains frequency
estimation, and re = sampling techniques impose a severe
degradation in Benchmark I when the mains frequency is
different from 60 Hz.

7.5 | Computational complexity comparison

To carry out this comparison, Table 4 summarises the
computational complexity of the proposed DFT‐based
method for performing signal enhancement, mains frequency
estimation, re‐sampling, DFT, and interharmonic's parameter
estimation. Note that the computational complexity associated
with the Benchmark I refers to the last two rows in Table 4. It
is clear that the proposed DFT‐based method is more complex
than the Benchmark I.

TABLE 1 Some information of fI,error
and AI,error when f0 = 60 Hz

Parameter Frequency range (Hz) Maximum Mean Minimum Standard deviation

fI,error 10−47 65.20 mHz 22.60 mHz 0.15 mHz 15.70 mHz

73−110 94.30 mHz 28.20 mHz 0.02 mHz 21.10 mHz

AI,error 10−47 1.26% 0.49% 0.01% 0.32%

73−110 1.49% 0.53% 0.01% 0.39%

F I GURE 1 3 The values of the absolute error of the frequency
estimates for the two frequency ranges when the mains frequency is with
deviation (i.e. f0 = 59.9 Hz). (a) 10–47 Hz and (b) 73–110 Hz

F I GURE 1 4 The values of the normalised absolute error of the
amplitude estimates for the two frequency ranges when the mains
frequency is with deviation (i.e. f0 = 59.9 Hz). (a) 10–47 Hz and
(b) 73–110 Hz
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The computational complexity comparison between the
proposed DFT‐based, Benchmark I, and Benchmark II
methods are listed in Table 5. According to this table, the
proposed DFT‐based method demands a total number of
multiplications/divisions equal to 13,976 and a total number of
additions/subtractions equal to 18.457. In contrast, Bench-
mark II requires a total number of multiplications/divisions
equal to 1,255,450 and a total number of additions/sub-
tractions equal to 2,682,112. Moreover, Benchmark I attains
2927 multiplications/divisions and 4374 additions/sub-
tractions. In other words, the proposed DFT‐based method
attains a remarkable computational complexity savings in

comparison to Benchmark II, which is detailed in Ref. [43], and
more computational complexity than Benchmark I, which is a
partial version of the proposed DFT‐based method.

8 | CONCLUSION

This work has introduced a new DFT‐based method to esti-
mate amplitude and frequency of interharmonics, which result
from wind power generation. The proposed DFT‐based
method takes advantage of improvements associated with
signal enhancement to apply an effortless mains frequency
estimation technique. Also, it takes advantage of a low‐cost re‐
sampling technique to ensure that harmonics are always
coherently sampled. Finally, it applies a simple interpolation in
the frequency domain to estimate the amplitude and frequency
of an interharmonic, which is assumed to be the only one
occupying the frequency bands defined by the intervals [0, f0]
and [f0, 2f0].

Numerical results have shown that the proposed DFT‐
based method offers robust estimates of the mains frequency
under the presence of typical disturbances in electric signals (e.g.
harmonics and interharmonics) since signal enhancement is
well designed. Also, these results show that re‐sampling ensures
the spectral leakage is only associated with interharmonics,
which significantly improves the performance of amplitude and
frequency estimation processes applied to interharmonics.
Moreover, comparisons in terms of performance and compu-
tational complexity with two benchmark methods have shown
that the proposed DFT‐based method attains the best
compromise between computational complexity reduction and
performance improvement when the mains frequency is
different from 50 Hz or 60 Hz.

As a final comment, we emphasise the existence of room
for designing effective and efficient methods for analysing
electric signals when careful design, combination, and adjust-
ment of existing techniques are carried out to maximise syn-
ergy among them.

TABLE 3 Performance comparison: Proposed DFT‐based, Benchmark I, and Benchmark II [43] methods

Proposed DFT‐based method Benchmark I Benchmark II [43]

Frequency
range (Hz) fI,error (mHz) AI,error (%) Frequency range (Hz) fI,error (Hz) AI,error (%) Frequency range (Hz) fI,error (mHz) AI,error (%)

10–47 16.00 0.64 10–47 18.47 1.59 10 − 40 12.00 0.21

73–110 11.00 0.14 73–110 18.40 1.59 60 − 90 7.70 0.15

Abbreviation: DFT, discrete Fourier transform.

TABLE 4 Computational complexity of the proposed DFT‐based
method

Step

Operation

£/÷ +/−

Signal Enhancement 22N 41N

Frequency Estimation 20N + 104 21N + 66

Re‐sampling 15N 11N

DFT 2Nlog2N 3Nlog2N

Estimation process 15 6

Abbreviation: DFT, discrete Fourier transform.

TABLE 5 Computational complexity comparison: proposed
DFT‐based, Benchmark I and Benchmark II [43] methods

Method

Total of operations

£/÷ +/−

Proposed DFT‐based 13,976 18,457

Benchmark I 2927 4374

Benchmark II 1,255,450 2,682,112

Abbreviation: DFT, discrete Fourier transform.

TABLE 2 Some information of fI,error and AI,error when f0 = 59.9 Hz

Estimation error Frequency range (Hz) Maximum Mean Minimum Standard deviation

fI,error 10–47 64.00 mHz 20.40 mHz 0.81 mHz 15.90 mHz

73–110 108.30 mHz 30.20 mHz 1.50 mHz 25.40 mHz

AI,error 10–47 1.18% 0.50% 0.01% 0.30%

73–110 1.31% 0.54% 0.003% 0.39%
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