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Abstract. Recent years have witnessed the rapid development of the Internet and telecommunication
techniques. Steganography is the art and science of communicating in a way which hides the existence
of the communication. Considerable amount of work has been carried out by different researchers on
steganography. In this work the authors propose a novel text steganography method for Bengali text gen-
erated through a new approach of Bengali text processor. Considering the structure of Bengali alphabet,
secret message has been hidden through changing the pattern of Bengali alphabet letters. This approach
uses the idea of structural and feature changing of the cover carrier which is visibly indistinguishable
from the original to the human beings and may be modified for other India language also.
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1 Introduction

The technique of information hiding has been widely
applied on various fields during the recent years [9] and
the two major branches, viz. digital watermarking and
steganography have been derived [15, 21]. Digital wa-
termarking provides the protection of intellectual prop-
erty, where as steganography concerns privacy of infor-
mation under surveillance. As the goal of steganogra-
phy is to hide the presence of a message and to cre-
ate a covert channel, it can be seen as the complement

of cryptography, whose goal is to hide the content of
a message[2]. Steganography works have been carried
out on different transmission media like images, video,
text and audio [19] as shown in Figure 1.

Among them image steganography is the most pop-
ular of the lot. In this method the secret message is em-
bedded into an image as noise to it [17, 26, 16]. In video
steganography, same method may be used [34, 6, 7].
Audio steganography embeds the message into a cover
audio file as noise at a frequency out of human hearing
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range [10]. Most difficult kind of steganography is text
steganography or linguistic steganography because due
to the lack of redundant information [19].

Figure 1: Types of Steganography

Reader may see [22, 33] for better understanding of
the steganography methodology. Some Steganographic
model with high security features has been presented in
[3, 4, 5] and [28].

A block diagram of a generic text steganographic
system is given in Figure 2.

Figure 2: Generic form of Text Steganography

A message can be embedded in the cover text
through an embedding algorithm to generate the stego
text. During transmission of the stego text, it can
be monitored by the unauthenticated viewers who will
only notice the transmission of an innocuous-text with-
out discovering the existence of the hidden message in
it.
In this paper, a new method for Bengali text steganog-
raphy is proposed. In this method cover text and se-
cret message is generated through a novel bengali word
processor which works through converting phonetic En-
glish word into Bengali word based on normal pronun-
ciation. Stego text is generated by mapping the binary
sequence of the secret message through texture/pattern
changes of some alphabets of the cover text.
This paper is organized into the following sections.
Section II describes some related works in text
steganography. In Section III a new design approach
of Bengali Word processor has been described. Sec-
tion IV describes the text steganography method using

CALP (Changing in Alphabet Letter Patterns). Section
V describes the proposed Bengali Text Steganography
methodology using CALP. Integer Wavelet Transform
Technique describes in section VI. Algorithms of var-
ious functions are discussed in Section VII. Analysis
of the Results are discussed in Section VIII. Computa-
tional Complexity of the algorithms of the system are
described in Section IX. Mathematical formulation are
described in section X. A comparative study of Bengali
Steganography using CALP with some other existing
methods are shown in section XI. The last section draws
the conclusion.

2 Related Works

Text steganography can be broadly classified into three
types - format-based, random and statistical generations
and Linguistic method.

2.1 Format-based

Format-based methods use and change the formatting
of the cover-text to hide data. They do not change any
word or sentence, so it does not harm the ’value’ of the
cover-text. A format-based text steganography method
is open space method [22]. In this method extra white
spaces are added into the text to hide information. A
single space is interpreted as "0" and two consecutive
spaces are interpreted as "1". Another two format-based
methods are word shifting [7] and line shifting. Another
method of hiding information in manipulation of white
spaces between words and paragraph [25]. In line shift-
ing method, vertical alignments of some lines of the text
are shifted to create a unique hidden shape to embed a
message in it [1].

2.2 Random and statistical generation methods

Random and statistical generation methods are used to
generate cover-text automatically according to the sta-
tistical properties of language. These methods uses ex-
ample grammars to produce cover-text in a certain nat-
ural language. A probabilistic context-free grammar
(PCFG) is a commonly used language model where
each transformation rule of a context-free grammar has
a probability associated with it [14]. The quality of the
generated stego-message depends directly on the qual-
ity of the grammars used. Another approach to this
type of method is to generate words having same sta-
tistical properties like word length and letter frequency
of a word in the original message. The words generated
are often without of any lexical value.
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2.3 Linguistic method

The linguistic method [36] considers the linguistic
properties of the text to modify it. The method uses
linguistic structure of the message as a place to hide in-
formation. Syntactic method is a linguistic steganogra-
phy method where some punctuation signs like comma
(,) and full-stop (.) are placed in proper places in the
document to embed a data.

2.4 Some Other Methods

Many researchers have suggested many methods for
hiding information in text besides above three cate-
gories such as feature coding, text steganography by
specific characters in words, abbreviations etc. [27] or
by changing words spelling [20]. Some other methods
like Text Steganography by Inter-word Spacing and In-
ter paragraph Spacing Approach [23] or Text Steganog-
raphy by Using Letter Points and Extensions [11] or
Text Steganography by Word Mapping Method(WMM)
[29] or Text Steganography using Formatting Character
Spacing [30] are also exist.

3 A Novel Bengali Word Processor

In this section the authors proposes an idea of a spe-
cific BENGALI WORD PROCESSOR [24] that search
for the nearest word based on the users input from the
database which makes the formation of a Bengali sen-
tence faster and easier.This word processor has been de-
signed by considering the following objectives:

• To help the user to form Bengali words from its
normal pronunciation.

• To provide a system to understand natural human
language using NLP.

• To help users by providing words closest to users
input.

• To make sentences faster by searching and insert-
ing words from Bengali word database.

The proposed Bengali word processor helps the user
to make a word using normal pronunciation or better to
say mapping Bengali words from normal English in-
put according to pronunciation. The system consists
of three parts: a GUI part, a Parser and a Database.
In this proposed system when the user gives an input
the given current input word is passed to the parser.
The parser then parses this input word to its Bengali
equivalent word or the subpart of a word accordingly.
This parsed word or subpart of a word is passed to the

database module and this module will search for the
Bengali words very similar to the parsed word from the
available database and it will provide the user with a list
of probable words. From this list the user may be able to
choose his/her desired word and will insert it to the cur-
rent position or replace the word currently being edited
by double-clicking on the word shown in the list-box.
This process will continue whenever the user presses a
key to edit a word. Figure 3 and figure 4 show the sys-
tem frame work and GUI of the proposed Bengali Word
Processor.

Figure 3: System Frame Work of the Word Processor

Figure 4: GUI of the System
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3.1 User Interface

The interface system contains a text-box that will take
the input from the user and for editing system will pro-
vide a list-box containing the predicted words and a
data-grid having the available words from the database.

3.2 Parser

To convert a word from phonetic English to Bengali
the concept of Natural Language Processing is used in
the proposed system to form the Parser. A Parser is
a program that divides the code into functional com-
ponents. The input to this parser is taken through the
keyboard in the form of phonetic English. Phonetic
writing is a system that uses a unique symbol to rep-
resent each phone (sound) of the language or dialect.
In case of phonetic Bengali the Bengali words is bro-
ken up into syllable (unigrams, bigrams etc) accord-
ing to their pronunciations. In this word processor the
Parser works as the main part of the application because
it is the part which generates the ASCII character com-
binations corresponding to the Bengali word the users
wished to write in actual. When the user inserts a word
phonetically, the parser breaks the word into phonemes
and replaces the phonemes with desired ASCII char-
acter combinations using some mappings stated in the
parser. An example of the ASCII mappings used here
is shown in the figure 5 below:

Figure 5: Table for mapping phonetic English to Bengali

The parser takes the word or the subpart of a word
as its input from the user and parses it in a left to right
manner and searches for syllables in the word in the
same fashion. It searches for the syllables in a large to
small manner that means it will first search for special
sequence of characters, then bigrams and lastly for uni-

grams. This policy is taken to ensure that the best match
is found to form the syllables more accurately from the
word. Whenever the best match is found the syllable
will be replaced with its corresponding Bengali ASCII
character combinations. This process is repeated until
the end of the word is reached. An example of word
breaking has been shown in figure 6.

Figure 6: Example of breaking a word

After each time the parsing is complete the parsed
Bengali word or the sequence of the ASCII characters
are passed to the data extraction module.

3.3 Database Module

The Bengali word database contains a data table which
contains two columns, one named word containing the
Bengali words and another column named type left for
future use which will show the type of words. The
database stores the actual Bengali words in the database
in their ASCII equivalent. To enter a word in the
database we first have to know the exact ASCII values
mapped to each of the Bengali glyphs to be used here.
The structure of database module is shown in figure 7.

Using this certain knowledge, the Bengali words are
converted to the sequence of ASCII characters and then
this sequence is inserted to the database.While doing
the opposite work, i.e. while extracting characters from
the database, the parsed word is checked for those spe-
cial characters and when found they are replaced ac-
cordingly. After the process of extraction is done, those
data will then be copied to the Data-Grid. The Data-
Grid is used here for easier access of the data. Finally
the extracted data is inserted one-by-one in the List-
Box for the user to access. In the List-Box the words
are shown in Bengali and it allows the user to select
the desired word and insert it to the current position by
double-clicking on it. The word selected will replace
the word currently being edited.
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Figure 7: Database Module

4 Text Steganography using Changing in Al-
phabet Letter Patter(CALP)

In this approach a new method for text steganogra-
phy for English language is proposed [31, 32].In this
method cover text and secret message is generated by
the user. Stego text is formed by mapping the binary
sequence of the secret message through texture/pattern
changes of some alphabets of the cover text. Figures 8
and 9 below respectively show the mapping sequence
for embedding 0s and 1s through the following pat-
tern changes of the following alphabets of the cover
text. These pattern changes have been incorporated us-
ing some unused symbols of the ASCII chart.

Figure 8: Mapping sequence for embedding ’0’ using CALP

Figure 9: Mapping sequence for embedding ’1’ using CALP

5 Bengali Text Steganography using CALP

In this paper, a new method for text steganography for
Bengali language is proposed. This method can be con-
sidered as the improved version of [31, 32] which has
been used for Bengali text steganography method. In
this method cover text and secret message is generated
by the user. Stego text is formed by mapping the binary
sequence of the secret message through texture/pattern
changes of some alphabets of the cover text. There are
two type of methodologies (i) Single-bit methodology
(ii) Double-bit methodology.

Single-bit methodology: Here author deals with
only 0 and 1 bits. Figure 10 below shows the mapping
sequence for embedding 0s and 1s through the follow-
ing pattern changes of the following alphabets of the
cover text. These pattern changes have been incorpo-
rated using some unused symbols of the ASCII chart.

Double-bit methodology: Here the authors deal
with four combinations of 0 and 1 bits. So in here au-
thor have four sequences of bits. They are ’00’, ’01’,
’10’ and ’11’. Figure 11 below shows the mapping se-
quence for embedding ’00’, ’01’, ’10’ and ’11’ and the
difference of it with Single-bit methodology. Through
the pattern changes of the following alphabets of the
cover text. These pattern changes have been incorpo-
rated using some unused symbols of the ASCII chart.

5.1 Solution Methodology

The Sender Side GUI consists of following two win-
dows, one for the cover text generation and the other for
the secret message generation. The user will be some-
one who is familiar with the process of information hid-
ing and will have the knowledge of steganography sys-
tems and should be familiar with the proposed Bengali
word processor. The user should be able to form a plain
text as secret message, another text needs to be formed
for use as the carrier (cover text). Before embedding the
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Figure 10: Mapping sequence for embedding ’0’ and ’1’ for Single-
bit method

secret message will first be converted into unicode form
which in turn encoded through integer wavelet trans-
form. Finally the embedding method of the proposed
system will be used to hide the encrypted version of se-
cret message in the cover text to form the stego text.
Secret Message will be extracted at the Receiver Side
with the help of the different reverse order processes.
Figures 12-15 (in the last pages of this article) show the
different GUI for the proposed text steganography sys-
tem for the Single-bit methodology and the Double-bit
methodology respectively.

6 Integer Wavelet Transform

The lifting scheme is a technique for both designing
wavelets and performing the discrete wavelet transform.
Actually it is worthwhile to merge these steps and de-
sign the wavelet filters while performing the wavelet
transform. The technique was introduced by Sweldens
[25, 18]. The lifting scheme is an algorithm to calcu-
late wavelet transforms in an efficient way. It is also
a generic method to create so-called second-generation
wavelets. They are much more flexible and can be used
to define wavelet basis on an interval or on an irregu-
lar grid, or even on a sphere.The wavelet lifting scheme
is a method for decomposing wavelet transform into a
set of stages. An advantage of lifting scheme is that
they do not require temporary storage in the calculation
steps and have required less no of computation steps.
The lifting procedure consists of three phases, namely,
(i) split phase, (ii) predict phase and (iii) update phase

Figure 11: Mapping sequence for embedding ’00’, ’01’, ’10’ and
’11’ for Double-bit method
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Figure 12: GUI of Sender-Side Single-bit methodology

Figure 13: GUI of Receiver-Side Single-bit methodology
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Figure 14: GUI of Sender-Side Double-bit methodology

Figure 15: GUI of Receiver-Side Double-bit methodology
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as shown in figure 16.

Figure 16: Lifting scheme forward wavelet transformation

Splitting: Split the signal x into even samples and
odd samples: xeven : si ← x2i, xodd : di ← x2i+1.

Prediction: Predict the odd samples using linear in-

terpolation: di ← di −
(si+si+1)

2 .
Update: Update the even samples to preserve the

mean value of the samples: si ← si +
(di−1+di)

4 .
The output from the s channel provides a low pass

filtered version of the input where as the output from the
d channel provides the high pass filtered version of the
input. The inverse transformed is obtained by reversing
the order and the sign of the operations performed in the
forward transform. Figure 17 shows the reverse process
of the integer wavelet transform.

Figure 17: Lifting scheme inverse wavelet transformation

6.1 Lifting Scheme Haar Transform

In the lifting scheme version of the Haar trans-
form, the prediction step predicts that the odd ele-
ment will be equal to the even element. The dif-
ference between the predicted value (the even ele-
ment) and the actual value of the odd element re-
places the odd element. For the forward transform it-
eration j and element i, the new odd element, j+1,i
would be: oddj+1,i = oddj,i − evenj,i. In the lift-
ing scheme version of the Haar transform the update
step replaces an even element with the average of the
even / odd pair (e.g. the even element si and its

odd successor si+1) is evenj+1,i =
(evenj,i+oddj,i)

2 .

The original value of the oddj,i element has been
replaced by the difference between this element
and its even predecessor. The original value is
oddj,i = evenj,i + oddj+1,i. Substituting this into the

average evenj+1,i =
(evenj,i+evenj,i+oddj+1,i)

2 .

7 Algorithms

In this section various algorithm for embedding and ex-
traction methodology for single bit and double bit has
been discussed.

7.1 Algorithm for Message Encryption

• Generate the Secret Message.

• Convert the secret message into its corresponding
UniCode form.

• Apply integer wavelet transformation technique in
each 8 bit of the coded message to generate the
approximate coefficient and detail coefficient.

• Convert the coefficients into binary form to gener-
ate the encoded form of the secret message.

7.2 Algorithm for Message Embedding using
Single-Bit

Let COVER is cover text and STEGO is the string
which consists of the stego text and MSG is the binary
string of the secret encoded message and N is the no of
elements in the MSG. Initially COVER and STEGO are
the same. Set the counters i, j and r initialize to 1 and a,
b, ca, cb are the counters which are initialized to zero.
POS is an array which contains the positions of ’0’ bits
of MSG and ENCRYPT is the function which encrypts
a value.

• Select an appropriate COVER consisting of " "
and " ".

• Let k be the size of the COVER.Copy The contents
of the COVER into STEGO.

• for j=1 to N

• if(( MSG(j) ==� 0�) then a = a+ 1
else if((MSG(j) ==� 1�) then b = b+ 1

• for i=1 to k

• if((COV ER(i) == ” ”) and (cb < b− 1))

then STEGO(i) = ” ”
else if((COV ER(i) == ” ”) and ((ca < a−1)))
then STEGO(i) = ” ”
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• if(cb < b− 1)

then STEGO(i)= " "

• for i=1 to N

• if (MSG(i) == 0)
then POS(r)= ENCRYPT(i)

• increment r.

• END

7.3 Algorithm for Message Extraction in Single-bit
methodology

Let STEGO is the stego text and MSG is the binary
string of the secret message and N is the no. of elements
in the STEGO and i and r be two arbitrary variables and
j is initialize to 1. POS is an array which contains the
positions of ’0’ bits of MSG and DEENCRYPT is the
function which reverses the encrypt action on a value.
LENGHT(MSG) gives the length of the secret message.
SP is the number of element in the POS.

• for i=1 to N

• if(STEGO(i) == ” ”) thenMSG(j) = 1 and
j = j + 1
else if(STEGO(i) == ” ”) then MSG(j) = 0
and j = j + 1

• for i =1 to LENGTH(MSG)

• MSG(i) = 1

• for i= 1 to SP

• r = DEENCRY PT (MSG(SP ))

• MSG(r) = 0

• END

7.4 Algorithm for embedding in Double-bit
methodology

Let COVER is cover text and STEGO is the string
which consists of the stego text and MSG is the binary
string of the secret message and N is the no of elements
in the MSG. Initially COVER and STEGO are the same.
Set two counters i, j and r initialize to 1 and a, b, c, d,
ca, cb, cc, cd are the counters which are initialized to
zero. POS is an array which contains the positions of
’0’ bits of MSG and ENCRYPT is the function which
encrypts a value.

• Generate an appropriate COVER consisting of " "

or " " or " " or " " and " " or " " or " " or " "
and " " or " " or " " or " " and " " or " " or
" " or " ".

• Let k be the size of the COVER. Copy the contents
of the COVER into STEGO.

• for j=1 to N

• if((MSG(j)== ’0’) and MSG(j+1)== ’0’) a = a+1
else if((MSG(j)== ’0’) and MSG(j+1)== ’1’) b =
b+ 1
else if((MSG(j)== ’1’) and MSG(j+1)== ’0’) c =
c+ 1
else if((MSG(j)== ’1’) and MSG(j+1)== ’1’) d =
d+ 1

• for i=1 to k

• if((COVER(i)== " " or " " or " " or " ") and

(cb < b− 1)) then put STEGO(i)= " " or " "

or " " or " ")
else if((COVER(i)== " " or " " or " " or " ")

and (cc < c − 1)) then put STEGO(i)= " " or

" " or " " or " "
else if((COVER(i)== " " or " " or " " or
" ") and (cd < d− 1))

then put STEGO(i)=" " or " " or " " or " "

if((COVER(i)== " " or " " or " " or " ") and

(ca < a− 1)) then put STEGO(i)= " " or " "

or " " or " "

• for i=1 to N

• if (MSG(i) == 0) then POS(r) = ENCRYPT(i)

• End

7.5 Algorithm for Message Extraction using
Double-Bit

Let STEGO is the stego text and MSG is the binary
string of the secret message and N is the no. of elements
in the STEGO and i and r be two arbitrary variables and
j is initialize to 1. POS is an array which contains the
positions of ’0’ bits of MSG and DEENCRYPT is the
function which reverses the encrypt action on a value.
LENGTH(MSG) gives the length of the secret message.
SP is the number of element in the POS.

• for i=1 to N
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• if(STEGO(i)== " " or " " or " " or " ")
then put (MSG(j) = 0andMSG(j+1) = 1) and
j = j + 2

else if(STEGO(i)== " " or " " or " " or

" ") then put (MSG(j) = 1andMSG(j+1) =
0) and j = j + 2

else if(STEGO(i)==" " or " " or " " or

" ") then put (MSG(j) = 1andMSG(j+1) =
1) and j = j + 2

else if(STEGO(i)== " " or " " or " " or

" " then put (MSG(j) = 0andMSG(j + 1) =
0) and j = j + 2

• for i =1 to LENGTH(MSG)

• MSG(i)=1

• for i= 1 to SP

• r= DEENCRYPT(MSG(SP))

• MSG(r)=0

• END

7.6 Algorithm for Bengali Word Processor

The main part of the proposed system is generating the
parser. The basic concept of natural processing is used
here to break the words into syllables. The syllables are
recognized by using some predefined format to match
with. The parser used here is a supervised system that
contains the input-output patterns. The output corre-
sponding to the input is searched from among the pat-
terns available in the system. Figure 18 shows the algo-
rithm of the Bengali Word Processor.

8 Analysis of the Results

There are mainly three aspects that should be taken into
account while discussing the results of the proposed
method of text steganography. They are security, capac-
ity and robustness. The authors simulated the proposed
system and the results are shown in the figures 19, 20,
21, 22, 23 and 24 respectively. This method satisfies
both security aspects and hiding capacity requirements.
It generates the stego text with minimum degradation
which is not very revealing to people about the exis-
tence of any hidden data, maintaining its security to the
eavesdroppers. Although the embedding capacity of the
proposed method depends upon the cover text structure
but the embedding capacity can be maximized by in-
corporating more no of alphabets through minor pattern

Figure 18: Algorithm for Bengali Word Processor
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changes for mapping 0s and 1s for Single-bit methodol-
ogy and ’00’, ’01’, ’10’ and ’11’ for double-bit method-
ology.

Figure 19: Cover Text for both Single-bit and Double-bit methodolo-
gies

Figure 20: Secret Message for both Single-bit and Double-bit
methodologies

Figure 21: Unicode form of The Secret Message

Figure 22: Encrypted form of The Secret Message

Figure 23: Stego Text for Single-bit methodology with the embed-
ding positions

Figure 24: Stego Text for Double-bit methodology with the embed-
ding positions

8.1 Similarity Measure Of The Cover Text And
Stego Text Through Correlation

The most familiar measure of dependence between two
quantities is the Pearson product-moment correlation
coefficient [8], or "Pearson’s correlation." It is obtained
by dividing the covariance of the two variables by the
product of their standard deviations. Karl Pearson de-
veloped the coefficient from a similar but slightly dif-
ferent idea by Francis Galton. The Pearson correlation
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is +1 in the case of a perfect positive (increasing) linear
relationship (correlation), -1 in the case of a perfect de-
creasing (negative) linear relationship (anti correlation),
and some value between -1 and 1 in all other cases, in-
dicating the degree of linear dependence between the
variables. As it approaches zero there is less of a rela-
tionship (closer to uncorrelated). The closer the coef-
ficient is to either -1 or 1, the stronger the correlation
between the variables. If the variables are independent,
Pearson’s correlation coefficient is 0, but the converse is
not true because the correlation coefficient detects only
linear dependencies between two variables. If we have
a series of n measurements of X and Y written as xi and
yi, where i = 1, 2, 3, ..., n, then the sample correlation
coefficient can be used in Pearson correlation r between
X and Y. The sample correlation coefficient is written as

rxy =

�
n�

i=1

(xi − x)(yi − y)

�

/ ((n− 1)sxsy), where

x and y are the sample means of X and Y, sx and sy are
the sample standard deviations of X and Y.

8.2 Similarity Measure Of The Cover Text And
Stego Text Through Jaro Winkler Distance

For comparing the similarity between cover text and the
stego text, the Jaro-Winkler distance for measuring sim-
ilarity between two strings has been computed. The
Jaro-Winkler distance [35] is a measure of similarity
between two strings. It is a variant of the Jaro distance
metric [12, 13] and mainly used in the area of record
linkage (duplicate detection). The higher the Jaro-
Winkler distance for two strings is, the more similar the
strings are. The score is normalized such that 0 equates
to no similarity and 1 is an exact match. The Jaro dis-
tance metric states that given two strings s1 and s2 their

distance dj is dj = 1
3

�
m
|s1|

+ m
|s2|

+ m−t
m

�
,where m is

the number of matching characters and t is the num-
ber of transpositions.Two characters from s1 and s2
respectively are considered matching only if they are

not farther than
�
max[|s1|,|s2|]

2

�
− 1. Each character of

s1 is compared with all its matching characters in s2
. The number of matching (but different sequence or-
der) characters divided by two defines the number of
transpositions. Figures 25 and 26 shows the Correlation
coefficient and Jaro score for various size of cover text
along with various size of the secret message of the pro-
posed Single-bit methodology and Double-bit method-
ology.

9 Computational Complexity Analysis

In this section computational complexity in terms of
time and space for various algorithm of embedding and

Figure 25: Single-Bit Methodology Parameters

Figure 26: Double-bit methodology parameters

extraction methodology for single bit and double bit has
been discussed.

9.1 Time Complexity At Sender Side for Single Bit
/Double Bit Method

• Calculation the no of 1 bit sequence (i.e. 0 and 1)
or 2 bit sequence (i.e. 00, 01, 10 and 11) in the
secret message. Here the computation time is =
O(n)[n is the total no of bits in the secret mes-
sage].

• Computing the no of letters in the cover text in-
dividually that are used for embedding the 1 bit
sequence or 2 bit sequence. Computation time is
=O(n)[n is the total no of bits in thecover text].

• Recording or storing positions of ’0’ bits of the se-
cret message into array(pos) and to encrypt those
values. Computation time for storing ’0’ bits in
the pos array is=O(n). Computation time for per-
forming ENCRYPT Function is=O(1).

• Embedding the secret message into cover text.
Computation time for embedding secret message
is=O(n).
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Total time complexity for embedding secret mes-
sage in cover text is O(n).

9.2 Time Complexity At Receiver Side for Single
Bit/Double Bit Method

• Retrieving the encrypted positions for storing ’0’
bit and to decrypt those values. Computation time
for retrieving the encrypted bits=O(n). Compu-
tation time for performing DECRYPT function
is=O(1).

• Extracting the embedded secret message bits from
the stego text. Computation time for extracting
secret message is=O(n).

Total time complexity for extracting secret mes-
sage from stego text is O(n).

9.3 Space Complexity at Sender Side for Single Bit/
Double Bit Method

• Storing the cover text in a string COVER whose
length is n. Space complexity O(n)

• Storing the secret message in 1 or 2 bit format.
Space complexity O(n)

• Embedding the secret message into cover text
COVER.
Space complexity O(n)

• Recording or storing positions of ’0’ bits of the se-
cret message into array(pos) and to encrypt those
values. Space complexity O(n)

Total space complexity for Embedding procedure
is O(n).

9.4 Space Complexity At Receiver Side for Single
Bit/Double Bit Method

• Retrieving the encrypted positions for storing ’0’
bit and to decrypt those values. Space complexity
O(n)

• Storing the stego text in a string STEGO whose
length is n. Space complexity O(n).

• Checking the each element of the STEGO and re-
trieving the secret message of length n. Space
complexity O(n).

• Changing some elements of SEC to zero accord-
ing to the value of array(pos) . Space complexity
O(n).

Total space complexity for Extraction procedure
is O(n).

10 Mathematical formulation for CALP

In this section mathematical analysis of data embed-
ding through pattern changing for various pointed and
unpointed letters has been formulated. Figures 27 and
28 show the graphical view of pointed and unpointed
letters respectively.

For Pointed Letters

Figure 27: Graphical view of a pointed letter

• Let x = (d − l) ∗ 5 ∗ (1 + c.s.v)/9 where c.s.v
= current step value and d=height of the letter and
l=length of the letter.

• The degree of change of the letter DC=ecosh(x)

• For " " c.s.v = 0 and For " " c.s.v = 0.5

• For " " c.s.v = 1.0 and For " " c.s.v = 1.5

For Unpointed Letters

• Let x = (d − l) ∗ 5 ∗ (1 + c.s.v)/9 where c.s.v
= current step value and d=height of the letter and
l=length of the letter.

• The degree of change of the letter DC=esinh(x)

• For " " c.s.v = 0.3 and for " " c.s.v = 0.6

• For" " c.s.v = 0.9 and for " " c.s.v = 1.2

• For " " c.s.v = 1.5 and for " " c.s.v = 1.8

• For" " c.s.v = 2.1 and for" " c.s.v = 2.4

• For" " c.s.v = 2.7 and for" " c.s.v = 3.0

• For" " c.s.v = 3.3
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Figure 28: graphical view of an unpointed letter

11 CALP VS Other Text Steganography Meth-
ods

In this section a comparison has been shown with some
other existing methods like text steganography using
Changing word spelling [20],Inter word spacing and in-
ter paragraph spacing [23] or text Steganography by
Using Letter Points and Extensions [11]. From the
comparative study shown in figure 29 it has been seen
that the proposed Bengali Steganography method using
CALP is better than the other methods in terms of em-
bedding capacity. This method is an universal one and
applicable to any other languages. A technique for mea-
suring the similarity between the cover text and stego
text also exist for this method.

12 Concluding Remarks

In this paper the authors presented a novel approach of
Bengali text steganography method. Stego text is gener-
ated by mapping the binary sequence of the secret mes-
sage through texture/pattern changes of some alphabets
of the cover text in order to achieve high level of se-
curity. From figures 25, 26 it has been observed that
Single-bit methodology and Double-bit methodology of
the proposed method generates the stego text with min-
imum or zero degradation as both the Jaro score and
Correlation-coefficient value is very high. This prop-
erty also enables the method to avoid the steganalysis.
A comparative study with some other existing methods
are also shown. The proposed steganography technique
through texture/pattern changing is a new approach for
the Bengali steganography and this methodology can be
extended to any other Indian language also.

Figure 29: Comparison between Proposed Method with Other exist-
ing Method
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