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ABSTRACT

Logistics problems lie at the core of industries’ everyday operations. These types of problems
are also one of the main points of interest in the Operations Research field of study. In recent
decades, a class of combinatorial optimization problems, named Workforce Scheduling and
Routing Problems (WSRP), has gained significant attention from researchers. In this document,
a recently proposed WSRP is studied: in the Multiperiod Workforce Scheduling and Routing
Problem with Dependent Tasks (MWSRPDT) a given company provides services by means of
mobile teams. Service requests are known beforehand and each service is composed of one
or more activities, where one activity may depend on the completion of another. A feasible
schedule must be provided where all requested activities are completed in the minimum amount
of days while respecting existing dependencies. Two hybrid exact-heuristic approaches based
on a Mixed-Integer Programming formulation are proposed. Several new upper bounds for a
set of instances obtained from the literature are discovered.

Keywords: Combinatorial Optimization. Hybrid Exact-Heuristic. Workforce Scheduling and
Routing Problem.



RESUMO

Problemas de logistica se encontram no nucleo das operacdes de dia-a-dia de diversas indus-
trias. Estes tipos de problema sao também um dos principais pontos de interesse da darea de
pesquisa conhecida como Pesquisa Operacional. Em décadas recentes, uma classe de problemas
de otimizacdo combinatoria, chamada Workforce Scheduling and Routing Problems (WSRP),
tem recebido significativa atencdo dos pesquisadores. Neste documento, um WSRP proposto
recentemente € estudado: no Multiperiod Workforce Scheduling and Routing Problem with De-
pendent Tasks (MWSRPDT), uma empresa oferece servicos através de equipes méveis. Pedidos
sdo conhecidos a priori e cada servico € composto de uma ou mais atividades, onde uma pode
depender do término de outra para que possa ser iniciada. E necessério construir um planeja-
mento vidvel que visa a realizacdo de todas as atividades requisitadas na menor quantidade de
dias possivel, enquanto ainda respeitando as dependéncias existentes. Dois algoritmos hibri-
dos exato-heuristicos baseados em um modelo de Programacdo Mista-Inteira sdo propostos.
Diversos novos limites superiores para um conjunto de instancias obtidos da literatura foram
discobertos.

Palavras-chave: Otimizacdo Combinatéria. Algoritmo Hibrido Exato-Heuristico. Problema
de Agendamento e Roteamento de Forc¢a de Trabalho.
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1 INTRODUCTION

Logistics related problems have always been given great attention by researchers in the
field of Operational Research. Ever since the proposal of the Traveling Salesman Problem
(TSP) a wide range of similar problems have emerged and a significant effort has been put by
researchers into solving these problems to optimality.

Problems involving the scheduling of personnel to perform activities can be found in the
literature dating back to the 70’s (MILLER, 1976). For the most part of this period, however,
these problems did not incorporate the need for personnel visits to customers. Forward to the
end of the century, supported by an increase in urban mobility seen at the time (JONES, 2014),
this aspect started being introduced in the personnel scheduling literature.

Since then, the term Workforce Scheduling and Routing Problem (WSRP) has emerged
(CASTILLO-SALAZAR; LANDA-SILVA; QU, 2016) as a generalization for problems that
deal with the scheduling of activities for available workers in a context where there are more
requested activities than available personnel. This scenario leads to a need to route the teams’
visits to the locations where these activities must be performed.

These two aspects have been studied throughout the years in two separate problems that
are key to the understanding of this document: The Job Shop Problem (JSP) and the Vehicle
Routing Problem (VRP).

1.1 Problem definition

While an extensive amount of research is available on a wide range of Job Shop and Ve-
hicle Routing Problems, the goal of this project is to propose methods for solving a new WSRP,
recently proposed in Pereira, Alves and Moreira (2020), named the Multiperiod Workforce
Scheduling and Routing Problem with Dependent Tasks (MWSRPDT).

The problem is defined as follows: a given company provides services to customers
through mobile teams. This company has a set K of teams and provides a set S of services to its
customers. Each service s € S is a digraph s = (Vj, Ay) in which Vj is a set of tasks that compose
the service, and Ay is a set of dependencies between tasks, i.e the existence of an arc (a,b) € Ay
determines that a task a can only be performed after the execution of task b. For simplicity, let
us use a € s meaning a € V; and the letters a and b as references to vertices in V;.

Customers locations are modeled on a complete graph G = (V,E),|V| =n. A special

vertex, denoted by 1, represents a depot from where each team will depart at the start and arrive
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at the end of each period, while every other vertex represents customers to be serviced. Vertices
in V shall be referenced by the letters i and j.

Each customer i requires the fulfillment of a service s' € S. We consider a planning
horizon for the delivery of services consisting of a set of 1,...,H periods. The set of tasks
that compose the requested service must be executed at a given point of the planning horizon,
respecting existing dependencies.

Each team has an amount 7" € R, of time available in each period. To move between
any pair of vertices i and j, each team spends a predefined time #;; = 1;; € R,.. To execute a task
a in a customer i, the time needed by a team k is defined as t{ﬁl eR;.

The objective function is defined by finding an itinerary that minimizes the number of

periods required to accomplish every customer’s requested services.

1.2 Applicability and Motivation

In this section, we provide the reader insight into our motivation for the writing of this

document and present applications of the problem.

1.2.1 Applicability

Operations Research problems are commonly found in both academic and enterprise en-
vironments and are often tied to real-world scenarios, such as automation, scheduling, routing,
facility location, among others.

The problem being studied here is no different. It is modeled after a real-world situa-
tion found in many service-providing fields that deal with the scheduling of customer visits for
available teams of technicians. Good examples of this scenario can be seen in the telecommuni-
cation installing, cleaning, gardening, maintenance, and home care fields. In those, a governing
unit needs to provide feasible, high-quality schedules for each team/technician, to minimize
the number of periods taken to complete every task while ensuring existing constraints are re-
spected.

Consider as an example a cable television provider company. This company offers two
services: cable installing and removal. For simplicity, let us refer to these services as S! and §2,
respectively. In order to perform S' on a new location, three tasks must be performed. First, site
availability must be ensured (1). Following, if possible, cables must be installed at the customers

home (2). Finally, any modem/router device must be configured (3). The second service, on the
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Figure 1.1 — Example of a G’ graph for a MWSRPDT instance with 4 customers. The black arrows
represent available paths between customers on the complete graph. Red arrows denote
dependencies between tasks.

Source: The authors (2020).

other hand, requires only two tasks. Cables must be uninstalled from the customers location (1)
and any equipment must be retrieved from their home (2). The existence of precedence between
tasks in Service S' is inherent in this scenario. Installing cables before checking site availabil-
ity is not sensible. Also, configuring any device before cables are installed at the requested
location is, generally, not possible. Thus, dependency arcs (2,1) and (3,2) exist. Arc (3,1)
would also exist, but since it is redundant, it will be omitted throughout this example. In S, it
makes no difference whatsoever which tasks is accomplished first. Therefore, no dependencies
are present. The problem is modeled on an extended complete graph G' = (V/,E’). Let us de-
fine V' = {{2,1},{2,2},{2,3},{3,1},{3,2},{3,3},{4,1},{4,2},{5,1},{5,2},{5,3}} as the
set of every requested (customer, task) pair. A visual representation of G’ is presented in Figure
1.1. The centered vertex 1 marks the depot, where all teams leave and must return to at the end
of the workday. In our example, K = 2 teams are available and 4 customers are present. Large
circles represent customer sites. Inside each large circle, small circles represent the tasks that
amount to the service requested by each customer, i.e, the nodes in V'. Red arcs between tasks
denote dependencies between tasks. In this case, customers 2, 3 and 5 requested Service S 1

Service S? is requested only by Customer 4.
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Figure 1.2 — Solution for the first day of an MWSRPDT example instance.

Source: The authors (2020).

An example solution to the problem can be seen in Figures 1.2 and 1.3. On the first
day, Team 1, whose route is represented by the blue color, visits Customer 2 and performs
tasks {2,1} and {2,2}, respectively. Once task {2,2} is finished, task {2,3} becomes available.
However, the route planner decided it would be best to visit customer 3 and perform task {3,1}.
After task {3,1} is finished, Team 1 returns to the depot and finished its workday. Team 2,
represented by the green color, also visits two customers on the first day. After leaving the
depot, a visit is made to Customer 4, where task {4, 1} is performed. Following, the team leaves
for Customer 5 and performs tasks {5,1}, {5,2} and {5,3}, respectively, before returning to
the depot. After having all its requested tasks completed by Team 2 on the first day, customer
5’s request is now finished.

Starting on the second day, Team 1 visits customers 2 and 3 to perform the remaining
tasks, returning to the depot after completing task {3,3}. At the same time, Team 2 leaves for
Customer 4 and performs task {4,2} before return to the depot. Once both teams arrive, every

requested service is completed in a solution that spans 2 periods.

1.2.2 Motivation

Increasing the effectiveness of logistics and operations will always be a key aspect of a

company’s success. The ability to better distribute available resources, leading to lower opera-
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Figure 1.3 — Solution for the second day of a MWSRPDT example instance. Tasks completed on previ-
ous days are crossed in red.

Source: The authors (2020).

tions costs, will often lead to better results for the business, be those financial or organizational.
Hence, problems like the Job Shop Problem and the Vehicle Routing Problem have been for-
mulated many decades ago in an attempt to generalize these scenarios and, currently, continue
to be extremely relevant.

Although we are dealing with a new problem, similar problems can be found in the
everyday operations of a fair amount of companies and also in the literature. So far, hybrid
exact-heuristic approaches to solving a problem with the singularities presented in the MWSR-

PDT are yet to be seen in the literature.

1.3 Workforce Scheduling and Routing Problems

Workforce Scheduling and Routing Problems can be described as a class of problems
that deal with the dispatching of employees to perform tasks in different locations, where the
number of employees is smaller than the number of requested tasks. Hence, resulting in a
need to allocate employees to tasks and plan routes that define how these visits, which can be
performed by any means of transportation available, will occur.

Within this context, a significant number of different problems can be formulated by

adding and/or modifying existing constraints. The most common ones found in the literature
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involve the inclusion of time windows, fleet heterogeneity, employee-specific skill sets, fleet
or employee geographic restrictions, dependencies between tasks, etc. Besides, a very high
number of possible objective functions can also be envisioned. These functions range from
reducing costs and/or travel time, increasing productivity or minimizing the workdays needed to
fulfill every requested task to simply achieving better human resource planning and an efficient
internal organization (BOSTEL et al., 2008).

WSRPs have a strong correlation to two well-studied VRP formulations: the Capacitated
Vehicle Routing Problem (IRNICH; TOTH; VIGO, 2014) and the Periodic Vehicle Routing
Problem (PVRP) (IRNICH; SCHNEIDER; VIGO, 2014). The former, since employees have,
typically, previously known skill sets with predefined times for the completion of tasks. The
latter, because all requested tasks not often can be completed in a single days’ schedule. Thus,

a multiperiod scenario is required.

1.4 Related Problems

Two classic Operations Research literature problems are intimately related to the pro-
posed problem: the Flexible Job Shop Problem and the Vehicle Routing Problem. Both of these
problems are known to be NP-hard (LENSTRA; KAN; BRUCKER, 1977) (LENSTRA; KAN,
1981), a fact that allows the understanding that both key aspects found in our proposed problem
are also NP-hard.

In this section, the reader will find a brief discussion about both these problems and how

they relate to our own.

1.4.1 The Flexible Job Shop Problem

The Job Shop Problem (JSP), also known as Job Shop Scheduling, is among the most
classical optimization problems studied to date. In the JSP, we are given a set M of m machines
and a set J of n jobs. Each job consists of a set of 0 operations O; = (j,1),...,(j,0j). Each
operation (j,i) has to be executed on a machine M(j,i), where it takes time 7(j,i) to be exe-
cuted. Operations in O; should be executed in order. One possible objective is to minimize the
makespan, defined as the moment the last job is complete. In Figure 1.4 we provide a visual
representation of a schedule for an example JSP instance with 3 jobs and 3 machine, with a

makespan of 17 time units.
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Figure 1.4 — Example of a Job Shop Problem final schedule for a 3x3 instance.

machine 1 0123

machine 2 | oG o1

machine 3 0@ 0i22)

Source: The authors (2020).

The Flexible Job Shop Problem (FJSP) is a generalization upon the original JSP that
increases its difficulty by allowing any machine to perform any operation, where every machine
can (although not obligatory) have different execution times for a given operation. Due to its
inherent logistical characteristics, it is often related to real-world situations commonly found in
the industry and so, it has been given great attention by researchers since the 1960’s.

The FJSP concept heavily relates to our proposed problem, since we also deal with a
similar assignment problem (which team/machine will perform an task/operation) and a similar

scheduling problem (when will the assigned team perform such task).

1.4.2 The Vehicle Routing Problem

First introduced by Dantzig and Ramser (1959), the Vehicle Routing Problem is, per-
haps, the most studied Operations Research problem to date. It generalizes the commonly
known TSP and can be described as the problem of designing optimal delivery or collection
routes from one or several depots to a number of geographically scattered cities or customers,
subject to side constraints (LAPORTE, 1992).

In a classical VRP solution, a set of one or more vehicles must leave the depot, perform
aroute visiting customers and return to the depot at the end of its route. Most common objective
functions for a VRP revolve around minimizing the cost of fulfilling every customer’s requests
or minimizing the total distance travelled. In Figure 1.5, we provide an example of a classic
VRP: each circle is a customer that needs visiting and the value in the edge between any pair of
customers is the cost of traveling that edge. In the provided example, three routes were designed
to service every customer.

Variations upon the original VRP are often built to simulate real-world scenarios since

vehicle logistics have become a matter of great importance in today’s world. The proposed
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Figure 1.5 — Example of a VRP with 13 customers to be visited.

10

O
| AJ
Source: The authors (2020).

problem incorporates the key aspect of the VRP in the sense that optimal routes have to be
designed for each team to perform its assigned tasks. The MWSRPDT is strongly related to a
class of notoriously difficult to solve VRPs (VIDAL; LAPORTE; MATL, 2020), named Vehi-
cle Routing Problem with Multiple Synchronization Constraints (VRPMS). In these, a change
applied to one route can have significant impact on other routes. In the worst case, rendering

the whole set of routes infeasible (DREXL, 2012).

1.4.3 Document Structure

This document is structured as follows: Section 2 provides a literature review of a set of
works in the field and the solution methods behind them. In Section 3 we present a constructive
heuristic and two hybrid exact-heuristic algorithms developed for solving the MWSRPDT. In
Section 4 we introduce the problem instances used in this document followed by a discussion
regarding the results found by our algorithms for those. In Section 5 we discuss some of the
developed approaches while writing this document that were eventually discarded. Finally, in

Section 6 we present our concluding arguments and direction of future research.
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2 LITERATURE REVIEW

2.1 Problem Overview

Due to the connection of the problems discussed in this document with real-world lo-
gistics concepts, variations of the original problems are constantly emerging in the literature in
attempts to incorporate new constraints originated from particular contexts. Nevertheless, the
manner in which researchers try to solve these problems seldom differs from one another by a
large margin. In this section, the reader will find an overview of papers that are both important

to the field of research and also related to our problem.

2.2 Solution Methods

Optimization problems are typically approached by three different types of solution
methods: exact, heuristic and hybrid methods. Exact methods will attempt to solve a problem
and prove solution optimality. These methods are, usually, very computationally expensive. For
that reason, heuristic approaches are often used due to their ability to deliver relatively fast solu-
tions. On the other hand, the quality of these solutions seldom matches the ones found by exact
methods. In recent years, hybrid methods that attempt to utilize both concepts in conjunction

have emerged and have shown promising results.

2.2.1 Exact Methods

Solutions for NP-hard optimization problems generated by exact methods are usually
obtained from the branch-and-bound algorithm. The branch-and-bound algorithm is, in essence,
an enumerative scheme for solving optimization problems that diminishes the search space ana-
lyzed for a solution by using the concepts of lower and upper bounds (MITTEN, 1970). Let z be
the optimal solution value for a given minimization problem. An upper bound for z is defined by
any value Z > z and a lower bound is defined by any value z < z. Using the values provided by
both bounds, the algorithm can simply ignore portions of the solution space where the value of
the solutions found is not sandwiched between the upper and lower bounds, therefore speeding
the process of finding a solution.

However, finding good bounds are is an easy task and the quality of the bounds found
is strongly tied to the algorithms’ ability to provide a solution in a feasible time. Upper bounds

are usually found by heuristic methods, while lower bounds are usually found by Mixed In-
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teger Linear Programming (MILP) formulations. When dealing with minimization problem:s,
in general, finding good lower bounds is usually a more difficult task than finding good upper
bounds.

A MILP formulation describes the programming through sets of linear equations where
some variables can only assume integer values. Given a formulation, obtaining a lower bound
involves solving a simplified version of the problem, usually named relaxation. Since a problem
can be formulated in various ways, the quality of the bounds provided by each formulation will
follow the strength of the formulation itself. For a detailed guide on mathematical formulation

methods for optimization problems, we refer the reader to (WOLSEY, 1998).

2.2.2 Heuristic Methods

Heuristic methods are designed to deliver fast but not guaranteed optimal solutions for
optimization problems. Ranging from very simple to very complex algorithms, heuristics have
been applied to all sorts of optimization problems throughout the years.

The vast majority of works tackling the FISP in the literature employ some sort of heuris-
tic algorithm (CHAUDHRY; KHAN, 2016). In the VRP literature, even though this heuristic
algorithm dominance is not so prevalent, heuristic algorithms have been proven capable of
reaching less than 1% gaps to the Best Known Solution (BKS) in classical problem instances
(VIDAL et al., 2013).

The most important classes of heuristic methods, which we will detail in the following

sections, are the constructive heuristics, improvement heuristics and metaheuristics.

2.2.2.1 Constructive Heuristics

Constructive heuristics are usually simplistically designed algorithms. In combinatorial
optimization problems, solutions are combinations of pieces that constitute a feasible arrange-
ment. Constructive heuristics start with an empty solution and iteratively add new components,
according to some criterion, until a feasible solution is obtained.

As an example, let us consider the TSP, defined as follows: given a set of cities, with
paths available between every pair of cities, what is the cheapest route available for starting in a
random city, visiting all other cities, and coming back to the original city? A simple algorithm
that constructively solves this problem is a greedy concept utilized in many fields: the Nearest

Neighbor heuristic for the TSP defines as the next city to be visited the city that can be reached
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with the smallest traveled distance coming from the current city (GUTIN; YEO; ZVEROVICH,
2002). This process is repeated until there are no more cities to be visited. With this method,
a low computational cost solution is provided. However, that solution rarely proves to be a
high-quality one.

Most notable constructive heuristics for the VRP date back from the 60s up to the 80s,
with the works of Clarke and Wright (1964), Mole and Jameson (1976), Fisher and Jaikumar
(1981) and Solomon (1987), among others. These pioneer works have been heavily used in the
following decades and, to this day, remain relevant when dealing with many different variants

of VRPs.

2.2.2.2 Improvement Heuristics

Differently from constructive heuristics, improvement heuristics derive a new solution
based on an already complete solution. First, let us establish the concept of a solution neighbor-
hood when dealing with discrete optimization problems. As defined by Talbi and El-Ghazali
(2009), the neighborhood N(s) of a solution s can be represented by the set {s": d(s',s) < €},
where d is a function that yields the distance between two solutions s’ and s after applying a
transformation to s.

The concept of distance will vary based on the encoding used to represent a solution to
the problem at hand. For example, given a binary representation for a solution s to a discrete
optimization problem, its neighborhood N(s) is usually defined based on the Hamming distance.
Let d be the Hamming distance and € = 1. A neighbor solution s’ € N(s) of s is defined by any
solution that can be reached by flipping one bit of s, where the flip of a bit is a well-defined type
of transformation.

A common type of transformation applied to a TSP solution is the 2-opt algorithm
(CROES, 1958). The 2-opt algorithm works by analysing neighbours obtained by removing two
nonadjacent edges in a solution and reconnecting affected vertices in a different way, resulting in
a part of the solution becoming reversed. Figure 2.1 provides an example of a 2-opt move. In the
initial route 1 2 —-6 —+5—4—3 -7 — 8 — 1, edges (2,6) and (3,7) are broken and the
reconnected in a different way, providing the new solution 1 -2 —+3 —-4—5—-6—7 — 8
— 1. The 2-opt neighborhood of a solution is the set of all new solutions made possible by

applying 2-opt moves to the original solution.
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Figure 2.1 — Example of a 2-opt swap.

Source: The authors (2020).

The most common framework for the application of improvement heuristics is Local
Search (LS). Let s be a reference solution to a minimization discrete optimization problem
and f(s) be a fitness function that evaluates the quality of a solution. Given a well-defined
neighborhood function N(s), the Local Search algorithm travels through the candidate solutions
s’ € N(s) evaluating every candidate solutions fitness value f(s). A candidate solution s’ € N(s)
with fitness value less than all its neighbours is called the local optimum of N(s). Let s* be the
local optimum of a neighborhood N (s). If f(s*) < f(s), s* becomes the new reference solution.
This process is repeated until reaching a solution s* that provides no improvement upon the
current reference solution or predefined stoppage criteria has been reached.

The quality of a solution found by a LS algorithm is tightly bound by the quality of the
neighborhood function used concerning the problem at hand. Problem characteristics, as well
as solution representation, play an important role in the effectiveness of a neighborhood. The
same 2-opt neighborhood, when applied to a scheduling problem like the FJSP, will generally
not produce high-quality solutions.

In order to escape the limitations of LS-based algorithms, more elaborate algorithmic
schemes, named Metaheuristics, have been developed. In the following section, we provide

further insight into this class of algorithms.

2.2.2.3 Metaheuristics

As defined by Glover and Kochenberger (2003), metaheuristics are solution methods
that orchestrate an interaction between local improvement procedures and higher-level strate-
gies to create a process able to escape from local optima and perform a robust traverse of the
search space. These solution methods work as frameworks that can be applied to a wide range

of optimization problems, always aiming for a more thorough exploration of the solution space.
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This broader exploration often leads to the discovery of a solution that better satisfies the prob-
lems objective function.

Metaheuristics can be divided into two groups according to their exploratory charac-
teristics: single-solution based and population-based metaheuristics. The first uses an ini-
tial solution as a guideline and tries to explore its neighborhood in search of a better solu-
tion, reiterating that process until predefined criteria are met. The most common examples of
single-solution based metaheuristics include Simulated Annealing (KIRKPATRICK; GELATT;
VECCHI, 1983), Tabu Search (GLOVER, 1989), Variable Neighborhood Search (MLADE-
NOVI¢; HANSEN, 1997) and Adaptive Large Neighborhood Search (ROPKE; PISINGER,
2006). Population-based metaheuristics act differently by attempting to create new solutions
by combining aspects of already discovered solutions. Among these methods are Genetic Al-
gorithms (HOLLAND, 1992), Particle Swarm Optimization (KENNEDY; EBERHART, 1995)
and Ant-Colony Optimization (DORIGO; COLORNI; MANIEZZO, 1991) metaheuristics.

The use of metaheuristics has shown significant increase in the last decades, largely
due to their adaptability and ability to achieve a good balance between solution quality and

computational effort.

2.2.3 Hybrid Solution Methods

In recent years researchers have efforted in combining the exploratory characteristics
of different solution methods as well as their interactions in attempts to design new hybrid
algorithms. These solution methods will often build a solution by solving different aspects of
the original problem separately and then combining those or by orchestrating the use of different
solution methods in parallel.

Comparing the quality of 64 heuristic approaches against 20 benchmark CVRP in-
stances, the work of Vidal et al. (2013) provides an interesting insight for future research. Their
study shows that the best performances are achieved by hybrid methods combining neigh-
borhood-centered search with collective intelligence and population concepts as well as parallel
cooperative methods that combine solution-recombination procedures with Tabu Search. These
results can be viewed as supporting arguments for the recent trend in hybridization seen in the
literature.

The combination of exact and heuristic methods for the creation of new hybrid algo-

rithms has also been in the literature for a few decades, with notable works such as Local
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Branching (FISCHETTTI; LODI, 2003). The Local Branching framework makes use of a MIP
solver as an exploratory device to travel the neighborhood, defined as the set of every solu-
tion that does not differ by more than k variables (Hamming distance) for a sufficiently small
k, of a given reference solution. Algorithms that look for solutions by combining exact and
metaheuristic solution methods are often presented under the term Matheuristic (MANIEZZO;
STUTZLE; VOSS, 2010). These algorithms are usually applicable when a subproblem of a hard
combinatorial optimization problem can be efficiently solved by an exact algorithm. Once this
easy subproblem is solved to optimality, an heuristic procedure is used to try and build upon
this partial solution by looking for a complete one.

Although the proposal of hybrid methods is not new, in recent years it has been given
more attention by researchers, with competitive results to a variety of combinatorial optimiza-
tion problems being found with the combination of exact methods and metaheuristics with

improvement heuristics (BLUM et al., 2011).

2.3 Workforce Scheduling and Routing Problems

Although the WSRP literature in itself is not vast, its intrinsic characteristics have been
thoroughly studied in its related problems for many decades. Most of the works found in the
literature are attached to the technician scheduling and home care application areas. This char-
acteristic leads to a situation where WSRPs are often tied to real-life scenarios, making al-
gorithm performance comparison very difficult, since problem instances are ordinarily case-
specific (CASTILLO-SALAZAR; LANDA-SILVA; QU, 2016).

Due to the highly constrained environments that typically appear in most WSRPs, the
use of purely exact solutions becomes increasingly difficult. Hence, heuristic and metaheuristic
algorithms have often been used in the literature as the chosen solution methods for these types
of problems, mostly due to their higher ease for adaptation and good trade-off between solution

quality and computational time.

2.3.1 WSRP Literature Review

Most of the common heuristic solution methods for solving Combinatorial Optimiza-
tion problems have been used to a great extent for solving problems that involve routing and
scheduling scenarios. However, when dealing with WSRPs, most of the heuristic propos-

als seen in the literature come in the form of exploratory heuristics that start from a refer-
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ence initial solution and make use of swap and insert operators to define solution neighbor-
hoods that are explored in search of better solutions (CORDEAU et al., 2010) (XIE; POTTS;
BEKTAS, 2017). Although not as often as heuristic approaches, exact (BREDSTR6M; R6N-
NQVIST, 2007) (ZAMORANO; STOLLETZ, 2017) and hybrid proposals (GOEL; MEISEL,
2013) (CAKiIRGIL; YUCEL; KUYZU, 2020) can also be found in the literature, mostly mak-
ing use of Branch-and-Bound and Branch-and-Cut algorithms that are, occasionally, used in
combination with exploratory heuristics.

A problem in the context of telecommunications maintenance and installation is tackled
by Cordeau et al. (2010). In their proposed problem a set of tasks must be completed by a set
of available technicians with heterogeneous skill sets, precedence between activities must be
respected, team building can be necessary and outsourcing is a valid option. In their problem,
however, travel costs are not considered. A constructive heuristic in which assignments are
based on a weighted function of the criticality of the task, the number of technicians and the
specific skills it requires is combined with the Adaptive Large Neighborhood Search (ALNS)
framework in which destroy and repair operators are selected based on past performance.

In Kovacs et al. (2012) the authors work on a problem derived from the context of
infrastructure and maintenance service providers, which they name Service Technician Routing
and Scheduling Problem (STRSP). In the STRSP activities must be performed using mobile
technicians with heterogeneous skill sets, time windows must be respected and outsourcing is
a possibility. Therefore, the objective is to minimize the sum of routing and outsourcing costs.
The problem is modeled with two distinct variations: one that requires team building and one
that does not. Both are solved using the ALNS metaheuristic in an algorithm that rewards
pairs of destroy and repair operators instead of each one by itself, which is the most common
approach.

A hybrid approach consisting of a constructive heuristic, improvements by ALNS and
a Set-Covering formulation for the TRSP is proposed in Pillac, Guéret and Medaglia (2013).
Their problem has a singular characteristic: the existence of available resources in the form
of tools (renewable) and spare parts (non-renewable) that are required for the completion of a
given activity. Technicians leave and go back to their houses instead of a depot and also start
with a predefined set of tools and spare parts with them. If needed, they can visit a depot for
replenishment. An initial solution is constructed using a regret-based constructive heuristic,

in which the next assigned activity is the one whose regret value (estimation of the additional
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cost incurred if a request is not inserted at its best position) is the highest among available
activities. Destroy and repair operators are designed for improvement in a ALNS framework
and afterward, a set-covering problem is solved using the best solutions found in each iteration
of the ALNS procedure. The set-covering problem implementation managed to find solutions
1.5% better on average than the ones found by ALNS.

An exact approach for the multiperiod Technician Routing and Scheduling Problem
(TRSP) is proposed in Chen, Thomas and Hewitt (2016). In their approach, technicians have
learning capabilities, meaning every time a technician performs an activity he will gain experi-
ence. The accumulated experience can lead to him performing that same task in less time in the
future. Technicians’ skill sets are heterogeneous and their learning rates and initial experience
are known. Even though a multiperiod horizon is considered, only the current daily demand
is known at the beginning of each day and, therefore, future demands are not considered. A
mathematical model that seeks the completion of every requested activity in the least amount of
time possible and accounts for technicians learning is proposed with routes being designed by
what the authors describe as a record-to-record travel algorithm.

A WSRP in a multiperiod environment, similar to ours, is presented in Zamorano and
Stolletz (2017), who proposes a Branch-and-Price approach to the Multiperiod Technician
Routing and Scheduling Problem (MPTRSP). In their MPTRSP, that differs from the MWS-
RPDT due to tasks having time windows that must be respected and employees needing to be
grouped into teams, precedence constraints between tasks are also present. The problem is
solved by a Branch-and-Price algorithm that is applied to two different problem decomposi-
tions: one in which the problem is viewed as multiple single period problems (day decomposi-
tion) and another in which every possible team composition is formed and teams are assigned
to days in the planning horizon (team-day decomposition), turning the problem into a problem
of finding routes for each team on each day. Their algorithm is benchmarked against adapted
VRPTW instances commonly seen in the literature where the team-day decomposition proved
to be the better option, achieving results far superior to the day decomposition and a regular
MIP solver.

A seldom seen but closely related to real-world scenarios characteristic, which the au-
thors name the RASTA problem, is dealt with in Zhan and Wan (2018). In their work, service
times are uncertain, being obtained by generating scenarios based on historical data. A scenario-

based MIP model is proposed, however, its use was deemed impossible for large-sized problem
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instances. Hence, a Tabu Search algorithm is presented, managing to reach good quality solu-
tions at a reasonable time for problems with less than 40 customers. This is tied to the fact that
the TS algorithm still makes use of the scenario-based model to determine appointment times
and routing schedules costs. In Shi, Boudouh and Grunder (2019), uncertainty is also present in
travel and service times of workers in a similar home care context. According to the authors, the
absence of uncertainty in travel times can lead to very weak scheduling strategies that often lead
to delay in service delivery. Hence, uncertainty is incorporated in their work. Three (Simulated
Annealing, Tabu Search, Variable Neighborhood Search) heuristic algorithms were employed,
with Tabu Search reaching the best overall results.

As we have previously stated, a large number of WSRP works in the literature deal
with problems derived from home care scenarios. In Moussavi, Mahdjoub and Grunder (2019),
the authors combine a Sequencing Generalized Assignment Problem (SGAP) with the need to
route home care workers’ visits to clients. A mathematical model that deals with both aspects
is presented for the problem. However, the computational time required to solve even small to
medium-sized instances is high. For that reason, a three-step matheuristic is employed. By de-
composing the problem into three aspects: (i) finding the optimal number of workers required to
service every request; (i) grouping requests into sets and building routes for those and (iii) as-
signing routes to available workers, the matheuristic can reach optimality in 82% of the problem
instances evaluated in significantly less time.

Another important application of WSRPs is on disaster relief scenarios. In Moreno,
Munari and Alem (2019) the authors tackle a Crew Scheduling and Routing Problem in road
restoration. Aside from the non-trivial characteristics of WSRPs, a degree of difficulty is added
in this context due to the number of paths between nodes being dynamic. At given points in
the algorithm’s execution, nodes in the network might be inaccessible due to road damage. A
Branch-and-Benders-Cut algorithm is proposed. Their algorithm, based on the Benders decom-
position (BENDERS, 1962), attempts to overcome MIP solvers’ inability to solve the original
mathematical model for the problem by decomposing the original problem into a Master Prob-
lem (MP) with only the complicating variables and two Subproblems (SP). The MP deals with
scheduling decisions for the crew, while the SPs deal with the routing of these visits. Feasibility
and optimality cuts are added to the problem at every newly encountered integer solution. Their
proposed algorithm manged to find optimal solutions to 41.67% of evaluated instances as well

as finding valid lower bounds for the first time for all of them.
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In Guastaroba, C6té and Coelho (2020), the authors deal with the Multiperiod Workforce
Scheduling and Routing Problem (MPWSRP). In the MPWSRP, workers are specialized in
their skill domains. However, within their skill domains, workers’ proficiency is homogeneous.
In order to perform a requested job, workers need to be grouped into teams in a way where
workers’ skill sets within the team amount to the proficiency level required to perform such a
job. Jobs are composed of a single task and no dependencies between them exist. An ALNS and
a Decomposition Algorithm, that sequentially solves each aspect of the problem individually,
are proposed. The ALNS algorithm outperforms the decomposed approach and manages to

compete with a commercial solver on small-sized instances.

Table 2.1 — Feature comparison between WSRP works found in the literature and the MWSRPDT.

Attributes
Reference Multiperiod T.W. T.D Het.S. Hom.S. T.B. Precedence Outsourcing | Solution Method
(BOSTEL et al., 2008) v v v Hybrid
(DOHN; KOLIND; CLAUSEN, 2009) v v v v Branch-and-Price
(CORDEAU et al., 2010) v v v v v v ALNS
(PILLAC; GUéRET; MEDAGLIA, 2011) v v ALNS
(KOVACS et al., 2012) v v v v v ALNS
(RASMUSSEN et al., 2012) v v v v v Branch-and-Price
(CHEN; THOMAS; HEWITT, 2016) v v v v Hybrid
(ZAMORANO; STOLLETZ, 2017) v v v v v v Branch-and-Price
(ZHAN; WAN, 2018) v v v v Tabu Search
(SHI; BOUDOUH; GRUNDER, 2019) v v v v Metaheuristics
(MOUSSAVI; MAHDJOUB; GRUNDER, 2019) | v/ v v v Matheuristic
(MORENO; MUNARI; ALEM, 2019) v v Branch-and-Benders-Cut
(GUASTAROBA; C6T¢; COELHO, 2020) v v v v ALNS
(CAKIRGIL; YiCEL; KUYZU, 2020) v v v v v Matheuristic
MWSRPDT v v v v Hybrid

Legend: T.W. - Time-Windows | T.D. - Travel distance | Het. S. - Heterogeneous Skills | Hom. S. - Homogenenous Skills | T.B. - Team Building

Source: The authors (2020)

Although many features are common among many of the WSRP variants studied in the
literature, the existence of precedence constraints is rare, as shown in Table 2.1. In spite of
adding significant complexity to the problem, these can occur in many sectors and, therefore,
should be a vital aspect considered for further WSRP research (Khalfay; Crispin; Crockett,
2017).

2.4 The Flexible Job Shop Problem

A typical JSP instance is represented as two matrices A and B, where each row i is a job
and each column j is an operation of job i. The value in A; ; is the name/index of the machine
that is required to perform operation (i, j) and the value in B; ; corresponds to the amount of
time machine A; ; needs to perform operation (i, /). An example graph representation of the

3x3 instance shown in Figure 1.4 is provided in Figure 2.1.
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The problem is usually visualized as a disjunctive graph, as exemplified by Figure 2.2.
Each vertex represents an operation and each operation is dependent on the completion of its
predecessor, as shown by the black arcs between any pair of vertices. The red arcs between any
pair of operations denote that both are to be performed on the same machine. The disjunctive
graph is useful in developing algorithms for the JSP, as a solution for the problem corresponds

to finding orientation for the red arcs such that no cycles remain in the graph.

Figure 2.2 — Graph representation of the 3 job-sized instance defined in 2.1.

&
&
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Source: The authors (2020)

A common variation of the JSP is the Flexible Job Shop Problem (FJSP), in which
there is no previous assignment of operations to machines, i.e any machine can perform any
operation and each machine can have a different completion time for every operation. The
FJSP can be seen as two separate sub-problems: a Routing problem and a Scheduling problem.
Initially, there is the decision of how to assign each operation to a machine, which we will call
the Routing subproblem. Then, what remains is a Scheduling subproblem, where the set of
operations assigned to each machine has to be scheduled in a sequential order attempting to
minimize a given objective function, respecting existing precedence constraints. As displayed
by Figure 2.3, in the FJSP, the red arcs between any pair of vertices initially do not exist. The
routing of operations to machines is also part of the problem.

Given the problem definition, a large number of objective functions can be defined.

The most common ones found in the literature, mostly due to the natural characteristics of
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scheduling problems trying to simulate real-world situations, are the minimization of the total
makespan, i.e the total completion time of the set of operations, and the minimization of total
tardiness (schedule delay).

Let C; be the completion time of each job i in a problem with N jobs. The minimal

makespan function is defined as:

min( max Ci>. 2.2)
i=1,..N

Minimal total weighted tardiness is given by:

N
min ) v/T;, (2.3)
i=1

where the tardiness 7; = max(0,C; —d;) is the amount by which the completion time exceeds

the due date d; and the weight v; measures the priority of jobs.

Figure 2.3 — Graph representation of a 3 job-sized Flexible Job Shop instance before machine assign-
ment.

Source: The authors (2020)

Many different exact and heuristic approaches for the solution of scheduling problems
can be found in the literature dating back to the 1960s, with most of the works presenting
Integer Programming formulations for the problem. According to Ku and Beck (2016), when
dealing with exact methods, the time-indexed formulation, the rank-based formulation and the
disjunctive formulation of Bowman (1959), Wagner (1959), and Manne (1960), respectively,
are still widely used when solving scheduling problems.

State-of-the-art heuristic solutions are known to reach 0.5 to 1.0% distance to optimal

solutions for some variations of scheduling problems. These methods can be adapted to any
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slight change on the original problem with a lot more ease than exact methods, as well as
having significantly lower running times than those. Therefore, whenever proof of optimality is
not a requirement, their use is often advantageous.

While the choice of the heuristic used for the proposed algorithm varies, the manner in
which most constructive algorithms found in the literature work is quite similar. A set of one or
more dispatching rules is defined and based on these rules, an initial solution is designed. From
this initial solution, local search or similar exploration methods are used to try and improve
such solution, with the intent of achieving an improved final solution that better satisfies the
objective function.

Dispatching rules can be described as the sequencing strategy employed to prioritize
task scheduling. The importance of a good initial solution and the choice of a good dispatching
rule are key aspects to achieving an optimal or near-optimal final solution, as made evident on
the results obtained by Brandimarte (1993), who compares results obtained with three different
dispatching rules, coupled with a Tabu Search inspired algorithm.

Due to their proven importance, finding a high-quality dispatching rule for scheduling
problems has become a field of study in its own right with works ranging from surveys and com-
parisons (BLACKSTONE; PHILLIPS; HOGG, 1981) (CHANG; SUEYOSHI; SULLIVAN,
1996) (BRANKE; HILDEBRANDT; SCHOLZ-REITER, 2015) to works focused on proposing
new effective rules (HOLTHAUS; RAJENDRAN, 1997) (DOMINIC; KALIYAMOORTHY;
KUMAR, 2004) and even algorithms and linear programming models designed to find the
best suitable dispatching rules for a given scheduling problem (LI; OLAFSSON, 2005) (TAY;
HO, 2008) (NGUYEN; ZHANG; TAN, 2016). More so in the last decade, several studies
(INGIMUNDARDOTTIR; RUNARSSON, 2018) (PRIORE et al., 2018) (JUN; LEE; CHUN,
2019) using data science techniques dedicated to discovering dispatching rules have been pre-
sented. The use of these techniques can be advantageous due to being able to use problem-
specific data in the discovery process.

In an attempt to find the best dispatching rule in an environment with more than one
objective function (multi-criteria), Amin and El-Bouri (2018) propose a minimax Linear Pro-
gramming (LP) model to find a dispatching rule that suits moderately well all of the available
criteria. Making use of 26 different dispatching rules found in the literature as well as a self-
introduced rule, the authors convert the problem into a preference voting system that defines a

desirability equation that provides a score for every dispatching rule according to every avail-
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able criterion. The LP model is then solved by maximizing the desirability score of every
dispatching rule.

When employing improvement heuristics, other than finding a good initial solution, an-
other big challenge for achieving good results in solving the JSP lies in finding a method, be
it local search or any other approach, that effectively manages to apply modifications upon the
initial solution and improves its quality. Many different approaches to improve initial solutions
have been proposed in the literature throughout the years, with a wide range of different tech-
niques that are often combined into a large exploratory framework that attempts to create strong

and diverse neighborhoods (CHAUDHRY; KHAN, 2016).

2.4.1 FJSP Literature Review

In a proposal for solving the FISP, Brandimarte (1993) split the original problem into
routing and scheduling subproblems and solves both by using Tabu Search. A set of five differ-
ent dispatching rules are used to populate initial solutions that later will be improved by a Tabu
Search algorithm that comprises 3 memory levels: short-term, medium-term and long-term. By
using these memory levels to guide the heuristic throughout its execution, two approaches are
proposed: one-way and two-way. On the one-way approach, both subproblems are solved inde-
pendently. On the two-way approach, the routing and scheduling subproblems communicate to
each other, with information acquired in one helping the heuristic in trying to improve the other
subproblem. Results are presented but are not compared to any available result in the literature
in that period.

A Branch-and-Bound formulation for the JSP can be seen in Brucker, Jurisch and Siev-
ers (1994). The authors make use of two widely established conceptual bases regarding the JSP:
the disjunctive graph formulations of Roy and Sussmann (1964) (for which an example can be
seen in Figure 2.2) and the block approach of Grabowski, Nowicki and Zdrzatka (1986). The
authors’ enumerative scheme searches for a solution by ’fixing’ the disjunctions in the disjunc-
tive graph, i.e turning the undirected arrows into directed arrows. Their proposed algorithm can
be represented by a search tree that starts from the root. The root has no disjunctions fixed,
meaning it represents all feasible solutions to the problem. The successors of the root are ob-
tained by fixing the existing 'unfixed’ disjunctions. Each successor node will correspond to a
disjunctive graph that represents all solutions to the problem that respect the ’fixed’ disjunctions

in the node. Subsequently, every successor is recursively handled in the same way. The ex-
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amination of a nodes’ search tree will continue until every disjunctive arc in the graph is fixed
or it can be shown that the node does not contain an optimal solution. The branching scheme
is based on the previously mentioned block approach proposed by Grabowski, Nowicki and
Zdrzatka (1986). The algorithm splits the schedule in the critical path of every solution into
blocks, where each block must contain at least 2 nodes and at most the maximal number of
operations to be processed on the same machine. Once these blocks are defined, permutations
are performed by swapping operations between the defined blocks, generating new disjunctive
graph representations of the problem that can now be ’fixed’. Results proved that the algorithm
had high quality in both speed and problem-solving capabilities, having solved a 10x10 bench-
mark instance that had remained unsolved in the literature for more than 20 years at the time of
publication.

In highly constrained problem environments such as ours, it can be quite difficult to
improve upon initial solutions by applying improvement heuristic techniques, since this high
number of constraints needs to be verified before any move is made, guaranteeing that the
performed move is feasible. Hence, constructive metaheuristics such as ACO are viewed in
high regard for solving this type of problem. A method for solving the FISP using an ACO
metaheuristic with guidance from previous solutions obtained by the algorithm is presented in
Xing et al. (2010). What the authors describe as knowledge is an implementation of auxiliary
matrices containing information from previous solutions found that improved the current best.
The probability of a job being assigned to a machine with a given priority is calculated based on
this data. To display the effectiveness of the proposed method, the algorithm is benchmarked
against the same algorithm without the implemented learning method. Results encountered with
the learning method were, in fact, superior. An important aspect demonstrated by this paper is
the fact that data mining techniques can assist when dealing with scheduling problems.

Many authors (DELL’AMICO; TRUBIAN, 1993) (NOWICKI; SMUTNICKI, 1996)
(GONCALVES; MENDES; RESENDE, 2005) have acknowledged that the critical path of a
solution (in this case, the schedule of the machine which finishes its assigned operations last)
is the best starting point for a good local search performance on scheduling problems. Another
desirable aspect for good LS performance is the quality of the chosen neighborhood function. In
Mastrolilli and Gambardella (2000), two are introduced. The proposed neighborhood functions
are designed based on removing an operation on the critical path of a solution and reinserting it

in the best possible way. Both functions are proven to be optimum connected, meaning an opti-
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mal solution can always be reached in a finite number of steps traveled across the neighborhood
of an initial solution. The use of these neighborhoods with a Tabu Search algorithm lead to the
discovery of 120 improved upper bounds out of 221 benchmark problem instances evaluated.

In Li, Pan and Suganthan (2010), the authors propose a hybrid Tabu Search algorithm
with what they call an efficient neighborhood structure, dividing their method into 3 steps: (i)
Initialization of solutions based on 4 dispatching rules for routing and 4 for scheduling; (i1)
Assembly of the neighborhood structure with 3 different adaptive approaches; (iii) and lastly,
applying local search to the assembled neighborhood structure with a newly proposed method
called insert and swap. Results obtained by the proposed method were compared against several
different approaches found in the literature. The proposed algorithm was shown to be both
robust and fast, being able to improve results found in the literature for all instances evaluated
with significant improvements in computational cost expended.

In recent years, the combination of two or more heuristics, or even exact approaches is
becoming increasingly common. A wide variety of combinations have been displaying good re-
sults and flexible algorithms, capable of adapting to variations of the initial problem with ease.
A solid example can be seen in XY and Liang (2016), where a hybrid GA and TS algorithm
combines the diversification offered by GAs and the intensification provided TS. A wide range
of comparison with results found for open instances are made and state-of-the-art literature re-
sults are obtained, validating the assessment made by the authors that the proposed algorithm
performs as well as state-of-the-art algorithms with better computational time in most cases, al-
though the authors acknowledge the fact that a fair comparison in computational time is difficult
to achieve. Sundar et al. (2017) make use of a different, swarm intelligence based metaheuristic,
the Artificial Bee Colony (ABC), and combine it with local search to provide a new algorithm
for solving the Job Shop Problem with No-wait Constraints (JSPNW), an extension of the JSP
where no waiting time is allowed between operations for a given job. The well-designed pro-
posed communication of the ABC algorithm with the local search led to superior results when
compared against two state-of-the-art algorithms found in the literature on a reasonably-sized

set of benchmarking instances.

2.5 Vehicle Routing Problem

The Vehicle Routing Problem’s first appearance in the literature is credited to Dantzig

and Ramser (1959), in the form of the Capacitated Vehicle Routing Problem (CVRP). Their
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problem consisted in finding an optimal routing for a homogeneous fleet of gasoline delivery
trucks between a bulk terminal and a large number of service stations supplied by the terminal.
Over the years the CVRP has become the most studied version of VRPs.

Since then, a vast number of similar problems have been proposed by increasing the

number of constraints in the original problem (GOLDEN; RAGHAVAN; WASIL, 2008):

e Period Vehicle Routing Problem (PVRP): Extension of the classic VRP where routes

must be designed for a planning horizon consisting of 1 or more periods.

e Vehicle Routing Problem with Time Windows (VRPTW): Customers may only be served

within a specified time interval.

e Heterogeneous Fleet Vehicle Routing Problem (HVRP): Routes must be designed re-
specting the capacity of each vehicle. If a vehicle cannot reach a set of clients for a given

reason, the problem turns into the Site-Dependent Vehicle Routing Problem (SDVRP)

e Vehicle Routing Problem with Split Deliveries (SDVRP): Customers’ demand may not be
serviceable by a single vehicle. Hence, as in the MWSRPDT, a customer may be visited

more than once.

e Open Vehicle Routing Problem (OVRP): Same as the CVRP with the relaxation that

vehicles do not have to return to the depot at the end of service.

e Multi-depot Vehicle Routing Problem (MDVRP): Each customer may be serviced by a

vehicle originating at any of the available depots.

In recent years a lot of focus has been given to the so-called rich VRPs i.e problems that
are modeled after real-life problems. Often these real-life added constraints appear in the form
of time and distance factors, use of heterogeneous fleets, linkage with inventory and scheduling
problems, etc (CRUZ et al., 2014). For that reason, even though VRPs have been thoroughly
studied in the last five decades, studies on some of its variations are still in their infancy.

As in the JSP, a wide range of objective functions for VRPs can be defined, with min-
imizing the maximum time taken to service all costumers, minimizing the number of vehi-
cles/routes needed to service all costumers or minimizing variation in travel time and vehicle
load being good examples of commonly used objective functions.

Due to VRPs being an extension of the TSP, naturally, common approaches to solve them

were derived from works done on finding solutions for the TSP (TOTH; VIGO, 2014). Exact
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methods for VRPs have evolved from simpler tree search methods (CHRISTOFIDES; EILON,
1969) based on Branch-and-Bound to column generation (DESROCHERS; DESROSIERS;
SOLOMON, 1992) and eventually to Branch-and-Cut-and-Price algorithms at the turn of the
century (KOHL et al., 1999) (FUKASAWA et al., 2006) (PESSOA; ARAGAO; UCHOA, 2008)
that continue to be improved (PECIN et al., 2017). As far as heuristics approaches go, ever
since its first appearance in the literature, VRPs have had an immense number of different
heuristic solution proposals in the literature, using a wide variety of constructive and improve-
ment heuristics. In more recent decades, with the rise of metaheuristics, researchers have been
able to present algorithms capable of reaching results with less than 1.0% distance from best-
known values of problem instances. However, only relatively small instances can be solved to
such standards. For instances with more than 300 customers, there is still a lot of room for
improvement.

Metaheuristics used for solving VRPs hardly differ from the ones used on the JSP.
Tabu Search (GENDREAU; HERTZ; LAPORTE, 1994) (CORDEAU; LAPORTE; MERCIER,
2001) (ESCOBAR; LINFATT; BALDOQUIN, 2014), Simulated Annealing (CHIANG; RUS-
SEL, 1996) (WEI et al., 2018), Ant-Colony Optimization (BELL; MCMULLEN, 2004) (REED;
YIANNAKOU; EVERING, 2014) and Genetic Algorithms (PRINS, 2004) have all been used
to great extent and have achieved significant results in near-optimally solving small to medium-
sized instances of many of the VRP variations. State-of-the-art heuristic algorithm approaches
to the VRP typically involve a combination of metaheuristic use with efficiently built neighbor-

hood structures that allow vast exploration of the solution space.

2.5.1 VRP Literature Review

Dealing with the classic CVRP, Fukasawa et al. (2006) proposes a robust Branch-and-
Cut-and-Price algorithm by merging two commonly used ideas in similar algorithms. Branch-
and-bound approaches found in the literature would usually spend great amounts of time trying
to apply cuts that often became more and more costly. By combining column and cut generation
in an attempt to improve lower bounds, the authors present the robust Branch-and-Cut-and-Price
algorithm. Although an exact method is proposed, the authors make use of heuristics to speed
up the construction of routes. As a result, an exact algorithm that can be easily adapted to

other variants of the CVRP by simply including any new constraints in the pricing routine, the
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proposed algorithm was able to solve 3 CVRP instances that were unsolvable to optimality until
that point and obtained excellent results against state-of-the-art literature of the time.

The above work was extended in Pessoa, Aragao and Uchoa (2008) with the introduc-
tion of capacity-indexed variables in the model to better constraint in-degree and out-degree
of vertices and avoid cycles and routes with total demand higher than the maximum available
demand and using these variables to design a newly rich family of cuts. Extensive experiments
were made and showed that the algorithm produces great results for small instances but the
same cannot be said for large critical instances (instances with 1000 clients and 3 vehicles, for
instance). In those cases, the algorithm was halted at 10.000 seconds after failing to deliver
an optimal or near-optimal solution. However, the authors still strongly believed that the in-
troduced family of cuts and/or similar ones still have a lot of room for improvement and could
present significant results in the future.

The previous statement would be proved true by Pecin et al. (2017) and Pessoa, Sadykov
and Uchoa (2018). The first introduces limited memory subset row cuts (Im-SRCs), a cutting
method that has a significantly lower impact on the pricing routine while achieving similar re-
sults and manages to deliver an algorithm that solved CVRP instances with up to 360 customers
that were previously unsolved by exact methods. The second tackles the Heterogeneous Fleet
Vehicle Routing Problem (HFVRP) and also introduces a new type of cutting method, named
Extended Capacity Cuts (ECC). The ECC is an adaptation of the Rounded Capacity Cut (RCC)
introduced by Laporte and Nobert (1983) for the CVRP in which the right side of the inequality
is changed due to the vehicles having different capacities in the HFVRP. The combination of
the ECC with an improved implementation of the so-called Rank-1 Cuts that lowers the im-
pact of cuts on the pricing routine amounts to an algorithm that managed to optimally solve
instances with up to 200 customers and also a few larger ones. Both of these works heavily
utilize dynamic programming concepts to reduce the cost of important operations performed by
the algorithms and, based on the results found, it is reasonable to classify its use as a winning
strategy to be considered for future research.

Unified proposals, claiming to solve more than one variety of VRPs are also found
in the literature. A good example is the ALNS framework (PISINGER; ROPKE, 2007), an
extension of the Large Neighborhood Search framework. The proposed framework claims to
solve 5 variants of VRPs, who are also the most common ones found in the literature: CVPR,

VRPTW, MDVRP, SDVRP, and OVRP. All 5 are mapped into RPDPTW (Rich Pickup and
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Delivery Problem with Time Windows) and then solved by the algorithm. The ALNS is based
on the ruin and recreate principle, wherein every iteration, a solution is ruined and repaired
in a different way, and uses the Simulated Annealing metaheuristic. A wide exploration of the
neighborhood is an advantage of large neighborhood algorithms, allowing exploration to run in
a more structured fashion and avoiding being stuck in local minima. Seven different heuristics
were used in the ruining and six on the recreating of a solution, which leads to perhaps the
best acknowledgment made in the presented work: the authors observe that seldom using the
best heuristic will lead to the best final result. A relaxation of allowing the algorithm to use
heuristics that initially lead to worse results at given points was proven to offer better results in
the end. Result-wise, their proposed algorithm is inferior to common algorithms found in the
literature in both solution and computational cost aspects. Although that was expected since a
generalized algorithm seldom competes with a specialized algorithm.

Another example of a unified approach can be seen in Vidal et al. (2014) where the
authors define a unified Local Search procedure heavily based on optimization pre-processing
techniques and combine it with the approach of Vidal et al. (2012) to obtain the Unified Hy-
brid Genetic Search (UHGS). The UHGS algorithm is a framework that combines four distinct
concepts found in the literature into an algorithm that manages to be general-purpose without
loss of quality result-wise. The combination of (i) hybridized GA and LS procedures where
LS replaces the GAs mutation operator; (ii) solution representation without trip delimiters to
perform crossover operations; (iii) the penalization of infeasible solutions and (iv) the use of a
diversity-and-cost objective for solution evaluation to perform population management amounts
to a solid hybridized algorithm. Benchmarked against 1099 instances of 29 different VRP vari-
ations the UHGS manages to consistently near-match state-of-the-art problem-tailored algo-
rithms and even outperform some in CVRP, LDVRP (Load-Dependent Vehicle Routing Prob-
lem) and GVRP (Green Vehicle Routing Problem).

In a highly applicable environment in today’s world such as warehouse logistics, a fairly
recent work (SANTIS et al., 2018) proposes an ACO based algorithm to minimize travel dis-
tance in warehouse pickers in a real case scenario, claiming an achieved reduction of 19.845
meters walked per day among warehouse employees. The authors combine the ACO meta-
heuristic with the Floyd-Warshall (FW) algorithm, creating a hybrid algorithm they refer to as
FW-ACO. The warehouse is modeled as a graph, all according to its real geographic specifica-

tions. In the modeled graph, the FW algorithm is used to find the smallest distance between each
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pair of vertices. Having these metrics, the ACO pheromone deposit formula is adapted to take
into account the results from the FW algorithm when selecting the next move. For evaluation,
results were also compared against two other literature approaches MMAX and Combined+.
The proposed algorithm was proved capable of finding better results than both, also finding op-
timal solutions to 32 out of 36 evaluated instances. Computational time-wise, the FW-ACO is
an improvement over MMAX and also Combined+, except for highly complex problems, a fact
that decreases the robustness of the algorithm by a fair margin.

In recent years, the use of metaheuristics is evolving with the combination of two
or more metaheuristics and/or hybridization with exact methods. Abdulkader, Gajpal and
ElMekkawy (2015) combine the use of the ACO metaheuristic with three types of LS oper-
ators: 2-Opt, customer insertion, and customer swapping, resulting in a hybrid algorithm that
solves the Multi-Compartment Vehicle Routing Problem (MCVRP). The authors present a com-
parison between results of the solutions found purely with the ACO metaheuristic and with the
inclusion of each LS operator, in which the effects of the hybridization are made evident by
the encounter of better solutions in the same amount of CPU time when all three operators are
utilized. Another successful hybridized metaheuristic approach can be found in Gutierrez et
al. (2018), where a combination of a Memetic Algorithm (MA) and the Greedy Randomized
Adaptive Search Procedure (GRASP) metaheuristic is implemented to solve the Vehicle Rout-
ing Problem with Stochastic Demands (VRPSD), a VRP formulation where the demand of each
customer is a random variable. The GRASP metaheuristic is utilized as a mean of diversifica-
tion, being used to create new populations based on the best solution found in the previous
iterations population best individual. Results found are promising averaging less than 1% gap
to the best-known solution in 33 out of 39 benchmarked instances.

An exact/heuristic hybrid is proposed in Alvarez and Munari (2017). The authors pro-
pose a Branch-and-Cut-and-Price algorithm in conjunction with the Iterated Local Search (ILS)
and Large Neighborhood Search (LNS) metaheuristics for the Vehicle Routing Problem with
Time Windows and Multiple Deliverymen (VRPTWMD), a variation upon the VRPTW in
which service times at customers is dependent on the number of deliverymen assigned to the
route that serves them. Their proposed algorithm is based on a set partitioning formulation that
uses ILS and LNS for three purposes: generating columns for the root node of the exploration
tree; providing an initial solution for the hybrid method and as improvement heuristics applied

to each integer solution found by the exact algorithm. The use of these metaheuristics leads
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to the discovery of more good integer solutions at earlier stages of the algorithm’s execution.
Results show that the hybridized method proves capable of finding the same or higher quality
solutions as the standalone Branch-and-Cut-and-Price algorithm in less computational time.
To solve a mixed fleet E-VRPTW (Electric Vehicle Routing Problem with Time Win-
dows) with conventional, plug-in hybrid and electric vehicles, where vehicle autonomy is a
concern, Hiermann et al. (2019) propose a hybrid Genetic Algorithm, Local Search and Large
Neighborhood Search (HGA) metaheuristic that is once again hybridized with an exact set par-
titioning method. At every iteration, the local best solution found is stored in an archive and
from that archive, a Set Partitioning (SP) problem is formulated and then solved by a com-
mercial MIP solver. The algorithm managed to improve solutions found for 119 out of 168
instances in their benchmark set and show that the use of a mixed fleet can lower operational
costs by 7% when compared to a homogeneous fleet. In a very similar approach, in an at-
tempt to develop a generic algorithm for a large variety of rich VRPs with heterogeneous fleets,
Penna et al. (2019) also makes use of a SP formulation designed to find a solution within a set
of metaheuristic-obtained feasible solutions found by a ILS metaheuristic algorithm. The ILS
makes use of a diverse neighborhood structure built with moves where vehicles assigned to a
route are swapped for another. This diverse neighborhood structure leads to, probably, the most
important contribution of their paper. Going against what is commonly accepted in the HFVRP

literature, vehicle assignment decisions did not lead to significant solution improvements.



40
3 METHODOLOGY

The existence of precedence constraints has a significant impact on the difficulty of
solving scheduling problems (LENSTRA; KAN, 1978). In a highly restricted problem such
as the MWSRPDT, the use of exploratory/improvement heuristics becomes unpractical due
to the low probability of finding feasible moves in case precedence is ignored and the high
computational cost that comes with finding such moves if precedence is taken into account.
Exact methods would also be costly, mostly due to the fact that finding solid bounds would
demand a lot of computational time.

After consideration, it was reasonable to assume that constructive heuristics and hybrid
exact-heuristic methods are the most suitable options available. For that reason, two different
hybrid exact-heuristic algorithms were devised for our problem. Both use the Mixed-Integer
Programming (MIP) model described in Section 3.1 and the Greedy Constructive Algorithm
for the MWSRPDT, presented in Section 3.2.

3.1 Mixed-Integer Programming Model

In this section, we introduce to the reader a MIP model for the MWSRPDT, first pre-
sented in Pereira, Alves and Moreira (2020).

The model is devised for the problem definition presented in Section 1.1, of which we
will provide the reader with a brief summary next: a given company provides a set of S services
to clients through a set of K mobile teams. Each service is a digraph s = (V;,A;) where V;
represents the set of tasks that amount to the service and Ay is a set of dependencies between
tasks, meaning the existence of arc (a,b) € Ay warrants task a can only be executed after task
b is completed. The problem is modeled on a complete graph G = (V,E),|V| = n, where V
represents the set of customers to be serviced plus the depot, represented by a special vertex 1.

A planning horizon of 1 or more periods is considered for the completion of every task.
Each client i requires the fulfillment of a service s’ € S and all the tasks that compose the re-
quested service must be executed at a given point of the planning horizon. Each team possesses
an amount 7 € R of time available in each period and to move between any pair of vertices
i and j, each team spends a predefined time d;; = dj; € R. To execute task a in a client i, the
time needed by a team k is defined as ti’; e Ry.

Given the problem definition, the model makes use of an extended graph G’ = (V' E’)

where the vertex set V' is given by V' = {{i,a} :i € V\ {1},a € S’} U{1}, i.e each customer-
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task pair is represented by a vertex in G, plus the depot, represented by 1. For clarification,
vertices in V'’ will be referenced by letters u and v. The edge set E’ is considered complete.

Let H be an upper bound on the number of days needed to complete all requested ser-
vices. In our implementation, a value for H will be found by the heuristic algorithm described
in Section 3.2. The decision variables in the model are defined as follows:

e x={¥"c{01}:u#veV' 1<k<K,| <h<H}. Variable x*" assumes value 1 if
team k travels from u to v on day A, 0 otherwise. Assuming u = {i,a} and v = {j,b},
xK — 1 means that task b of j is executed right after the completion of task a of i by team

k on day h.

e g={¢"cR, :u#veV' 1<k<K,l <h<H)}. The value of variable ¢*" represents

the moment in which team k arrives at v coming from u on day A.

o y={"ec{0,1}:ieV,acS 1 <k<K,1 <h<H}. Variable y*" assumes value 1 if

task a € §' is executed in customer i by team k on day 4, 0 otherwise.

e p € 7, :indicates the day in which the last task is completed.

In the extended graph, the time taken by a team to go fromu € V' tov € V' \ {u} is given

dlj ith:1,V:{j,b},j€V\{1},b€Sj,
dy ifu={i,a},ieV\{1},aeSv=1,

0 ifu=/{ia},ieV\{1},aeS v=/{ib}becS\{a},

\dij  ifu={ia},ieV\{1},ae S ,v={jb},jeV\{l,i},bes.

The model is defined as follows. The objective function requires the minimization of

total number of days needed to complete all requested services:

min p (3.1

The constraints below assure that each requested service is executed at some day in the

planning horizon:

H
Y Yyir=1, iev\{l}aes. 32)

keK h=1
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The following constraints state that a task can only be executed if its predecessor tasks
have already been executed. The moment a team arrives at customer i to perform task a is
enforced to be either on a later day or at a later time on the same day as the completion time of

any task b, granted that dependency arc (a,b) exists in Ag;.

H
kg(h;(T (h—1)yi + MGV;{i ) Dutia)) =
’ (3.3)
Z Z +tlb)ylb+ Z qi?i,b}%iev\{l}?(a?b)EASi'
keK h= ueV\{i,b}

The next two sets of constraints grant g variables assume correct values. The first set
of constraints model the first visit in a teams’ route after leaving the depot on a day 4. In that
case, no task had yet been performed by team k on that day. Hence, only travel time from the
depot 1 to the customers location is considered. The latter set models the case when a visit to
a customer is already present in the teams’ route. Hence, other than any time spent moving
between customers, the time team k spends performing tasks in these customers is also taken

into account.

dy,xN %W veV'\{l},keK,1<h<H, (3.4)
Y (g tdudt ey < Y g v={ialeV\{l1}keK,1<h<H. (3.5)
ucV\{v} ucV\{v}

To make sure every team is only scheduled within the daily available time, the following

constraints are proposed:

g < THk uzveV keK 1<h<H. (3.6)

uvo

Whenever y%‘ = 1, the corresponding team should visit vertex {i,a}, which is granted

by the following constraints:

Y =i, v={iaeV\{1}keK 1<h<H, 3.7)
ucv\{1}
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Y an=yi,  v={iaeV\{l}keK,1<h<H. (3.8)
uev/\{1}

No team can return to the depot and leave again on the same period, granted by:

Y Ai<1, kek1<h<H. (3.9)
veV/\{1}

The day in which the last service is completed is obtained by the following constraint:

p> Y mfl, kek1<h<H. (3.10)
ieV\{1}

As evidenced by the experiments conducted in Pereira, Alves and Moreira (2020), the
models’ use is only advised when dealing with small (n < 20) instances. For that reason, espe-
cially when dealing with medium to large instances, heuristic algorithms can be necessary. In
light of this fact, two hybrid heuristic algorithms are presented in the following sections. Both
proposed heuristic algorithms make use of the model in some fashion. The first uses a simplified
version of the model, where flow conservation constraints are disregarded. While the second

uses the model as an improvement mechanism applied to an existing solution.

3.2 Greedy Constructive Algorithm

To provide a valid upper bound for both our proposed algorithms, the Greedy Construc-
tive Algorithm (GCA) for the MWSRPDT was devised and is detailed in this section.

The existence of dependencies between tasks is the key aspect to be considered when
designing an algorithm for task scheduling. This occurs because a given task is only free if its
predecessor tasks are finished. In a scenario where there is more than one team available, this
aspect forces the routing subproblem to be performed in parallel for all teams. Every team needs
to be aware of other teams’ current time position in its schedule to know if a scheduled task,
that may depend on the completion of another task that is to be performed by another team, is
now free for visitation.

This aspect is incorporated into the GCA by performing both the scheduling and the
routing for all teams simultaneously. In the GCA, initially, teams are inserted into a min-heap

structure whose values represent each team’s current time position in the current day. At every
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iteration, the team k that has the most unused time in that day is popped from the heap and given
a new task nt from the current pool of available tasks.

Task dispatch is performed in greedy fashion. Let us define R = {{i,a} :i € V\ {1},a € S’}
as the set of every requested client-task pairs. Also, let C = {{i,a} € R: {i,a} has been success-
fully planned for a team on a given day} be the set of completed tasks and o = {{i,a} € R\ C
:|Ai| =0 or {i,b} € C,(a,b) € A} be the set of available tasks at any given point in the al-
gorithms execution. Starting with the current day set to 1, at every iteration, a new task is
dispatched to a team. Let {j,d} € CU{1} be the teams current vertex. The dispatched task is
chosen according to the following equation:

min dj; +15, +dj (3.11)

{i,a}eo

If the selected task {i,a} can be performed within the daily available time 7, it is added to C
and the team is returned to the heap with its updated time position as the moment task {i,a}
is finished. Otherwise, the team is not returned to the heap, meaning its route is finished for
the current day. If {i,a} was successfully scheduled, another task {i,c} that depended on {i,a}
might have become available. For that reason, after every successful scheduling, a check for
available tasks is performed. If indeed one or more tasks have become available, they are
included in ©.

Every new available task can only be started after its latest finished dependency is com-
pleted. To control the scheduled times for every task, a map structure schedule is introduced.
The schedule map is initialized with every {i,a} € R pair as keys and (day, min_start, start,end)
as values, where: day marks the day in which the tasks are scheduled, min_start represents the
moment in which the task becomes available, and start and end are set to the moments the task
starts and ends, respectively. Every time a task is successfully scheduled for a team, schedule is
updated. The same goes for every time a new task {i,a} € R is available, where min_start for
this task will be set as the highest end time across its dependencies {i,b}, (a,b) € A.

If the heap becomes empty at any given time, meaning no team was able to perform
the tasks still in o, the current day is set as finished and the algorithm starts a new day. This
process is repeated until every task in R is successfully scheduled for a team, yielding a complete

solution.
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Algorithm 1: Greedy Constructive Algorithm (GCA) for the MWSRPDT

BOW N -

10
11
12

13
14
15

16
17
18

19

20

21
22
23
24

Data: Requested (client,task) pairs R, available teams K, daily available time T

Result: Feasible schedule for the completion of every requested task

h<1// h tracks the current day

Sol +{} // Sol is an empty solution

Let C <— 0 be an initially empty set that tracks completed tasks

Let routes[k] <— ((1,null,0,0)) be a set that tracks the routes built for every team
k € K. Values in the tuple represent the client the team is currently located, the
task being performed, the moment they arrived at that client and the moment they
left the client, respectively. Initial client is always set as the depot 1, with arrival
time O representing the start of the workday.

Let o be the set of available tasks, composed by the set of tasks {i,a} € R that
either: (i) have no dependencies or (ii) every task {i,b}, (a,b) € A has been
fulfilled, and {i,a} ¢ C at any given point in the algorithms execution.

Let schedule be a set in the form (h,min_st,st,end) for every {i,a} € R where h
represents the day task {i,a} is performed, min_st is the minimum time the task
can be started, st is the moment the task is scheduled and end the moment it ends.
Values for min_st are set to O for every task {i,a} that has no dependencies, oo for
tasks that still have unfinished dependencies and
max{schedule[{i,b}][3],(a,b) € A} otherwise.

Let 7_pos be a min-heap that tracks the current position / in the workday for every
team k € K. Teams current time position within the current day is always set as the
moment the team ended its last scheduled task. Initial value is set to O.

while |C| < |R| do

if [t_pos| = 0 then

Sol[h] + routes // append built routes to the current solution

h<h+1// increment current day

Reset routes and t_pos to their initial values, set in lines 4 and 7,
respectively.

end

Remove the team k with the smallest current position from 7_pos.

Select next scheduled task {i,a} € o for team k according to Equation (3.11).

if If {i,a} can be added to team routes[k] without violating T then

Insert {i,a} to C.

Remove {i,a} from o.

Insert (i,st,end) to routes[k], where st represents the moment team k arrives
at client i to perform task a and end the moment it is finished.

Update ¢ with the insertion of any task {i,c} that might have become
available after the completion of {i,a}.

Update values in schedules for {i,a} and {i,c}, if necessary.

Reinsert team k with its updated position to ¢_pos.

end
end
return Sol
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Following results found by greedy algorithms for similar problems, the GCA is able to
find feasible solutions with extremely low computational effort. However, these solutions are

often of very low quality.

3.3 A Two-Level Matheuristic Algorithm for the MWSRPDT

In this section, we make use of a simplified version of the MIP model (3.1)-(3.10),
presented next, and devise a Two-Level Matheuristic Algorithm (TLMA) for the MWSRPDT.
In the TLMA, initially teams are assigned to tasks and the day in which a team performs a task is
scheduled (first-level). Following, feasible routes for the completion of every task based on the
first-level assignments are planned (second-level). In case a feasible route cannot be planned for
a team on a given day, information exchange between levels will occur causing a reassignment
on the first level that will be repeated until feasible routes for this assignment can be planned on

the second level.

3.3.1 Simplified Model

In this section we present the simplified model used on the first-level of this algorithm.
This model is a relaxed version of the model (3.1)-(3.10) that does not consider the travel time

spent by a team to move between clients when scheduling tasks and is defined as follows:

min p (3.12)

Let R remain the set of unscheduled tasks R = {{i,a} :i € V\ {1},a € §'} and H be an
upper bound on the number of periods required for the completion of every requested task. The

following constraint requires every task to be performed at a given period in time.

K H
Y Y =1, {ia}eRr, (3.13)
k=1h=1

The following constraint guarantees that precedence between tasks is respected. This is
a relaxed form of precedence constraint, which considers only the days but not the moments

within the days.
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H K K H
Y Yol > ¥ Y iev\{1},(a,b) € Ag,{i,a} €R,{i,b} €R, (3.14)
h=1k=1 k=1h=1

This model underestimates time spent to serve every task scheduled for a day. Conse-
quently, distance between customers is not taken into account. Granted, the following constraint

is proposed to limit the scheduling of tasks in a given day according to the daily available time:

Y M <T, 1<k<K,(1<h<H, (3.15)
{i,a}eR

Finally, the day of completion of the last task is given by:

p=>hyi, {ia} €R1<k<KI1<h<H. (3.16)

This simplified approach provides optimal assignments in a very fast manner. However,
the routing aspect of the problem is completely ignored. Consequently, there is no guarantee
that the optimal assignment provided by this model can be routed within the daily available time

limit.

3.3.2 [Initial Algorithm

Let Sol represent an empty solution and 4’ track the current day in Sol. Also, let
R={{i,a}:i€V\{l1},a € S} initially be the set of every customer-task pair yet to be sched-
uled. We emphasize on initially because R might have only a subset of its values throughout
the algorithm’s course. The TLMA makes use of an initial solution, granted by the GCA, to
initially provide the model with a valid upper bound for the completion of every requested task.
Let GCA_H be an initial upper bound provided by the GCA.

At every iteration, the model (3.12)-(3.16) (first-level) is executed considering the tasks
in R, resulting in an optimal solution y for the y variables. Note that only the tasks in R are
considered in the model. This is important because the model will possibly be executed many
times with different values in R. Assuming that the solution returned by the model has H days,
let J* = {(i,a,k) : 3" = 1,{i,a} € R,1 <k <K} be the set of tuples in the form (customer,
task, team) scheduled to be executed on day A, for 1 < h < H. Note that days 1,2,...,H in the

tentative assignment provided by the first level actually correspond to days #',h' +1,... ' +



48

H — 1 in the final solution. The algorithms’ second level will try planning feasible routes for
every scheduling J",1 < h < H, provided by the first level. Please note that H < GCA_H will
always hold, since an optimal solution for the scheduling-only part of the problem will never be
worse than a heuristic solution that accounts for the routing aspect.

Starting on the first day, if the routing was successful, the routing for that day is added to
the solution Sol at index //, every task in J" is removed from R and the second level will move
on to the next day’s schedule. If the second level does not prove able to plan feasible routes for

the assignments in J” for a given day £, the following inequality is introduced in the model:

kh h
Y <1 (3.17)
(i,a,k)eh
This inequality will act as a limit constraint for the first level, making sure that the
number of scheduled tasks in day /4 is at most one task less than the previous assignment (where
feasible routes could not be planned). Once the inequality is introduced the model on the first
level is executed once again, yielding a new optimal solution y. Following, the second level will
try performing route planning for the new scheduling in .
This process is repeated until every task is scheduled for execution in a day /4 and every
day’s routes are planned, following that Sol is now a complete solution.
An algorithm for the TLMA is presented in Algorithm 2.
Algorithm 2: Initial algorithm for the TLMA.
Data: Initial upper bound GCA_H
Result: Feasible schedule for the completion of every requested task
1 h'<1// K tracks the current day in Sol
2 Sol <~ {} // Sol is an empty solution
3 R« {{i,a}:ieV\{1},a€ S} // Initially R gets set of every

requested task
while R is not empty do

4

5 Execute the model (3.12)-(3.16) with the tasks in R

6 ¥ < result for variables y returned by the model’s execution.

7 | Assume  has H days and let J" = {(i,a,k) : " = 1,i e V\ {1},a € §',1 <k < K} be the
set of tuples in the form (customer, task, team) scheduled to be executed on day &, for 1 <h <H

8 foreach h € 1,..,H do

9 Try planning feasible routes for the schedule in Jh

10 if Route planning is successful then

1 Sol" planning for Jh

12 ReRf{{i,a}:(i,a,k)EJf’}

13 W =h+1

14 else

15 ‘ Include constraint (3.17) in the model.

16 end

17 end

18 end

19 return Sol
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3.3.3 Subsequent Modifications

After experimenting with this initial algorithm, we observed the occurrence of some
undesirable situations that would often lead to subpar solutions being produced. Therefore,
we improved upon this original concept and developed a slightly more complex algorithm that
improves upon this initial idea. This improved version revolves around finding a large set of
route plannings for each day instead of accepting the first feasible planning found. For the
remainder of this section, we will discuss the set of components added to the algorithm.

Abusing the knowledge that a solution of at most GCA_H days exists, we divide the
number of iterations the algorithm is allowed to run into equal parts for each day. Let max_iter

be an integer parameter that limits the number of iterations the algorithm is allowed. For each

max_iter
GCA_H

day 1,...,GCA_H, the algorithm is given iter_per_day = iterations to try and find fea-
sible routes.

At every iteration, the model (first-level) will return an optimal schedule J for the tasks
in R. This optimal schedule, however, is strongly tied to the quality of the present upper bound.
In an attempt to bypass an occasionally weak initial upper bound, we introduce an artificial
upper bound in the form of the H variable. This artificial value, initially set to the same value
as GCA_H, will serve as the upper bound provided to the model throughout the course of the
algorithm and will be adjusted when necessary. Quite often, 1 or more of the latter days of
the returned schedule are left empty. When so, we artificially decrement A by 1 unit. This
forces the algorithm into attempting a feasible schedule with the least amount of days possible.
The excessive decrease in the value of H, however, can lead to the model becoming infeasible.
Whenever that is the case, H is increased by 1 unit. Another often seen scenario that can
be detrimental occurs when the schedule returned by the model has significantly fewer tasks
scheduled for the first day than for the following days, when applicable. When dealing with
the scheduling aspect only, this situation is fine. However, when the routing aspect is included,
we discovered that allowing the model to deliver schedules with too few tasks on the first day
and significantly more on the following days would lead to the discovery of final solutions
of very poor quality. To circumvent this scenario, at every iteration we check the schedule’s
characteristics. If the second day of the schedule has 50 or more percent scheduled tasks than

the first day, our objective function is replaced with the following objective function:
K

Y X of

k=1 (i,a)eR

3.18
7| (3.18)

min p —
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This objective function will provide incentive to the scheduling of tasks on the first day of the
planning horizon. Starting on the next iteration, this objective function replaces our original one
and is used until either the model becomes infeasible or the current day is finished. After this,
the first-level is done for the current iteration and the algorithm moves on to the routing of the
provided schedule.

Starting on the first day (k= 1), the route planning procedure, described in Section
3.3.4, is used to try and plan feasible routes for each team k € K according to the scheduling
in J”. Once the second-level returns the complete routes for the day /, two possible outcomes
can arise: routes are either feasible for every team or infeasible for at least one. Please note that
feasibility in this scenario means simply respecting the daily available time 7', since precedence
constraints are still respected on the routing procedure. Hence, no precedence-violating routes
are returned by the route planning procedure.

If every teams’ routes are completed in less than the daily available time 7', they are
feasible and stored in a feasible route plannings pool .% . Otherwise, if at least 1 out of K teams’
routes failed to be completed in less than 7', the whole set of routes is considered infeasible and
stored in a different pool .#, containing only infeasible sets of route plannings. The reason the
whole planning for that day is discarded in case of even a single route being infeasible is the
existence of precedence constraints. Since the route building procedure handles the construction
of the teams’ routes in parallel, every route is heavily dependent on the other routes. Thus,
storing partial solutions for a given day and attempting to combine those with other partial
solutions was not something we considered promising. The possibility of finding a match would
be small and the procedure would be costly.

The algorithm’s following behavior is also dependent on the second-level’s outcome. If
feasible routes could not be planned for the assignments in J” for a given day A, as originally
planned, inequality (3.17) is added to the model. Once the inequality is introduced, the current
iteration ends and the model on the first level is executed once again on the next iteration,
yielding a new optimal solution y for the same value of R. Otherwise, if planned routes on
the current iteration are feasible, different behavior is required. To guide the algorithm into
a wider exploration of feasible plannings, a diversification-forcing constraint is added to the
model. Let k € K be a pseudo-randomly selected team and (i,a,k) and (j,b,k) be two also
pseudo-randomly chosen tuples in J”, where / tracks day currently being planned. Please note

that both tuples belong to k. The constraint is added as follows:
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Vit + ¥ <1 (3.19)

This constraint will enforce a change in the schedule returned by the model on the fol-
lowing iteration by not allowing the selected tasks to be performed by the same team again.
These constraints are introduced with the goal of increasing the feasible planning count. Thus,
instead of accepting the first encountered feasible planning, we store as many of these as we can
and then choose from the stored amount via a selection procedure. Although these added cuts
force diversification, adding too many of these can have a very limiting effect on the scheduling
possibilities. Thus, at every 5 iterations, these cuts are completely removed from the model.

Another added component to the algorithm revolves around constraint (3.15). The com-
plete disregard for travel distance would often lead to a scenario where the effect of the afore-
mentioned cuts would take too long to show their desired effect. Hence, at given checkpoints
in the algorithm execution, the change in the size of both feasible and infeasible pools since the
last checkpoint would be evaluated. If less than 10% of the plannings discovered since the last
checkpoint are feasible, an artificial value would be introduced to this constraint. The updated

constraint is defined as follows:

Z tl];yif’ < T —art_travel_time 1<k<K,1< h < I-AI, (3.20)

{i,a}eR
where art_travel_time € {0,T} represents the artificial value used to speed up the algorithms
arrival at a point where feasible route plannings are found more often than infeasible ones. At
every checkpoint, we evaluate the aforementioned condition. If it holds, art_travel_time is up-
dated by arate of r_time_update_rate . Otherwise, if more than 50% of the new route plannings
are feasible, art_travel_time is relaxed by the same rate. Values for these percentages were dis-

% iterations in

covered through experimentation. Checkpoints were set as once every
our implementation.

Once the algorithm has reached the predefined number of iterations allowed for the
current day /', we evaluate the size of the feasible plannings pool. If the feasible planning count
is at least at a predefined percentage of the number of iterations allowed for the current day,

the route selection procedure is called. Otherwise, the algorithm is allowed to continue looking

for feasible plannings until such percentage is reached or until the iteration count is at double
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the allowed iterations count. Once one of these relaxed conditions is met, a call to the route
selection procedure is also triggered.

The route selection procedure is designed to select the final route planning for the current
day /' that will remain in the final solution Sol" . After experimenting with different criteria to
define the best planning, the one that lead to better overall results was simply choosing the one
that had the most amount of tasks performed on the day across all teams. According to this
criterion, the best routes from the feasible pool are selected. Please note that there might be
situations where the feasible pool is empty by the time the tardiest stoppage criterion is met.
Independent from this fact, plannings stored in the infeasible pool are also evaluated. Thus, a
planning will always be selected. Initially, a selection procedure is used to find the n infeasible
plannings that are closer to being feasible. This is performed by solving the problem of finding
the n plannings with the minimum overall difference, in time units, to the daily available time
T. Let f(7,k) be a function that returns the route cost in units of time for a team k € K in a
route planning 7 € .#. Overall distance to T for a planning is given by ;1’611}1 kg abs(f(r,k)—T).
Out of the top n plannings in the infeasible pool .#, the one with the most tasks is selected as
the best planning in the .#. This planning will still, however, have at least one infeasible route.
Hence, we then call a procedure that will make those feasible by simply removing tasks from
the teams that overflow T until every teams’ route cost is less than or equal to 7. Finally, the
best plannings from .% and .# are compared, and the one with the most tasks is returned as the
final routing for the day #’. The final route planning is then added to the final solution Sol at

I" is removed from R. The value of /' is incremented by 1 unit

index A’ and every task in So
and the algorithm will move on to the next day. This process is repeated until every task is
scheduled for execution in a day and every day 1, ...,|Sol| routed, following that Sol is now a
complete solution.

Even with the addition of these components, the initial solution found by the algorithm
is often encountered in a relatively fast manner. This solution, however, is seldom an improve-
ment upon the original upper bound provided by the GCA. We abuse this notion by using
knowledge provided by the initial solution found by the algorithm when allowing it to look for
another. We analyze the latter found solution’s characteristics and identify what we call the
critical services of the problem. Critical services are defined as the services that had at least

one of its tasks performed by a team on the final day of the latest encountered solution. Let

['={{i,a}:i€V,acs' scS,shad atask performed on the final day of the latest found solu-
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tion on any client}. The following attempt at building a solution will now have the following

modified objective function:

K H-1 o

Y Y X Vi

k=1 j=1 {i,a}el
T

minp — (3.21)
This objective function encourages the model on the first level to prioritize the scheduling of
tasks that belong to services on the critical path in the earlier days of the planning horizon.

The algorithm will attempt to look for solutions until a predefined number of solutions
(2, in our implementation) have been found without improvement upon the current upper bound.
Please note that the initial upper bound is the value of GCA_H. However, every time a new up-
per bound is found, this value is updated and the solution counter reset. Therefore, the algorithm
is allowed to search for at least the predefined amount of new solutions every time a new upper
bound is found.

An algorithm for the final version of the TLMA is presented in Algorithm 3.
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Algorithm 3: Final algorithm for the TLMA.

L T N N

33
34
35
36
37
38
39
40
41

Data: Initial upper bound GCA_H, number of allowed iterations max_iter.

Result: Feasible schedule for the completion of every requested task.

H + GCA_H

iter <~ 1 // Current iteration tracker

Sol < {} // Sol is an empty solution

h'<1// K tracks the current day in the solution

F 0,9 0.

iter_per_day = max_iter /|H

art_travel_time < 0

R+ {{i,a}:i€V\{l},a€ S’} // Initially R gets set of every
requested task

while |R| > 0 do

Execute the model (3.12)-(3.16) with the tasks in R and upper bound A

¥ < result for variables y returned by the model’s execution.

if Model is infeasible then

In case there are cuts 3.17 or 3.19 in the model, remove 50% of them, selected at random.

Otherwise, increase H by 1 unit.

Go to line 10.

end
Assume J has H days and let J* = {(i,a,k) : 3 = 1,i € V\ {1},a € §',1 < k < K} be the set
of tuples in the form (customer, task, team) scheduled to be executed on day &, for 1 <h < H
If the second day of y has over 50% more scheduled tasks than the first, swap objective function to (3.20).
If JH is empty, decrease H by 1 unit.
Plan routes for the scheduling in J' via the route planning procedure
if Route planning is infeasible then
Store J! in the infeasible planning pool .#
‘ Include constraint (3.17) in the model.
else
Store J! in the feasible planning pool .#
Include constraint (3.19) in the model, for pseudo-random selected team k and tasks {i,a} and {j,b}.
end
if iter is a multiple of |iter_per_day/20| then

end
if iter > iter_per_day and at least 0.025 x iter_per_day feasible route
plannings were designed for the current day ' or iter > iter_per_day x 2
then
Trigger the route selection procedure for the current day 4’ and set the selected route planning as final for day /" in Sol.
Remove tasks in the selected route planning from R.
Remove any ocurrence of cuts (3.17), (3.19), and (3.20), from the model.
Reset iter, art_travel_time, .%, and .Z, to their respective starting values.
W H+1
end
iter < iter+1
Remove from the model any cut 3.19 that has been in place for longer than 5 iterations.

end

3.3.4 Route Planning Procedure

In this section, we present the route planning procedure used on the algorithm’s second-

level. This

procedure is an adaption of the GCA, described in Algorithm 1, where the next

selected task assigned for a team can only be chosen from the tasks assigned for each team k on

day h by the model’s execution on the first level. Only two other singularities are added. Since

an optimal scheduling for teams based on task times has been delivered by the first-level, task

times are omitted from the dispatching rule. As a result, only travel time between customers

is considered. Recall that ¢ is the set of available tasks at any given point in the algorithm’s

execution. The dispatching rule used is as shown in the following equation:

in dj; 3.22
(iajeo (322

If less than 10% of the plannings designed in the previous |irer_per_day/20| iterations were feasible, increase ar_travel_time by 0.1.
Else, if more than 50% of the route plannings in the last |iter_per_day/20] iterations were feasible, decrease art_travel_time by 0.1.
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The only other singularity is the addition of a local search based procedure, triggered
after the events of line 20 in Algorithm 1. As we have previously discussed, applying local
search-based algorithms is a difficult task when dealing with problems that incorporate prece-
dence constraints. In an attempt to circumvent this difficulty and still use the benefit provided
by this established technique, we devised the following procedure.

Consider an example problem where a service provider offers a single service s € S
composed of 3 tasks, for simplicity. Task 1 depends on tasks 2 and 3. Thus, digraph for the
service is then defined as s = {{1,2,3},{(2,1),(3,1)}}. Since only one service is provided,
every customer has requested the same service. In our example, there are four customers plus
the depot, therefore n = |V|=15. There are K = 2 available teams and daily available time
T = 8. For simplicity reasons, let us have arbitrary task times for both teams, travel times
between customers and an also arbitrary dispatching rule for the selection of tasks. Let us
also define our initial value for R = {{2,1},{2,2},{2,3},{3,1},{3,2},{3,3},{4,1},{4,2},
{4,3},{5,1},{5,2},{5,3}} as the set of every requested task. Following, suppose that the
model returned an optimal scheduling for the tasks in R that amounts to a single day. Let
J'=1{(2,1,1),(3,3,1),(4,1,1),(5,2,1),(3,2,1),(5,1,1),(4,3,2),(2,2,2),(2,3,2), (4,2,2),(3,1,2),
(5,3,2)} be the scheduling provided by the model’s (3.12)-(3.16) execution on the first level.

The second level will now attempt to plan feasible routes for this scheduling.

Figure 3.1 — Graphical representation of the route planning procedure until task {4, 1} becomes available.

Team 1 (3,3)

Team 2

Source: The authors (2020)

On the second level, due to the existing precedence constraints, the initial set of available
tasks is o = {{2,2},{2,3},{3,2},{3,3},{4,2},{4,3},{5,2},{5,3}}. Moving forward with
our example, we arbitrarily plan the visits for the performance of these tasks. Team 1 will
initially visit node {3,3} and perform the task with a total duration of 3 time units. Team 2 will

visitnodes {2,3}, {4,3} and {4,2}, respectively, consuming a total of 4 units of time. Figure 3.1
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illustrates this scenario. Upon the completion of task {4,2} at moment 4, task {4, 1} has become
available with a minimal start time set as the termination time of its latter finishing predecessor.
In this case, moment 4. Up until the moment where task {4, 1} became available, every planned
task was a free task. Namely, a free task at a given point in the algorithm’s execution is a task that
had either no predecessors or had all of its predecessors completed. This is the key aspect of this
approach. The partial route planning described above is precedence-free. Since that is the case,
the use of improvement heuristics is a lot easier. In our example, the partial route planning for
team 2 consists of {{2,3} — {4,3} — {4,2}}. However, routes {{4,2} — {2,3} — {4,3}},
{{4,2} — {4,3} - {2,3}} and {{2,3} — {4,2} — {4,3}} are some examples of also valid
routes for team 2. The described precedence-free scenario holds for every partial route planning
performed from the moment where the last task became available until the next moment a new
task becomes available. Therefore, we explore the solution space of this precedence-free task

subset with the use of an improvement heuristic, which we describe next.

Algorithm 4: The partial route improvement heuristic.
Data: Partial route planning s.
Result: Possibly improved partial route planning s.
improvement <— True
while improvement do
improvement < False
N(s) < 2-opt neighborhood of s
st ={s": f(s*) < f(s),s €N(s)}
if f(s*) < f(s) then
s 5"
improvement <— True
end

o 0 N At R W N -

end
return s

—
— D

The improvement heuristic we employ is a local search algorithm that travels through
the solution space of the 2-opt neighborhood of the partial route planning s. The improvement
heuristic, described in Algorithm 4, will look for improved solutions in the 2-opt neighborhood
solution space N(s) until its local optimum s* is reached. If s* is an improvement upon the
original partial route planning, s is updated. The objective function f applied to the candidate
solution set evaluates the number of units of time used by the partial route. For exemplary
reasons, let partial route s* = {{4,3} — {4,2} — {2,3}} have a fitness value less than f(s).

Therefore, s* is defined as the final planning for this subset of tasks and the algorithm moves
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on with the planning of the remaining tasks. At the end of this procedure, current partial route
plannings for each team are set as final and will remain unchanged. Following, empty partial
plannings are initialized for each team and the algorithm continues its execution.

Continuing with our example, let {4,1} be the next planned visited for team 1 and
{5,2} be the next visit made by team 2. Following, team 1 will then be dispatched to visit node
{2,2}. Hence, the current partial route planning for teams 1 and 2 are {{4,1} — {2.2}} and
{{5,2}}, respectively. At the moment task {2,2} is completed, task {2, 1} becomes available.
A snapshot of the route planning until this point is illustrated in Figure 3.2. Consequently, a call
to the improvement heuristic is triggered on the partial route s = {{4,1} — {2,2}} planned for
team 1. In this case, N{s} = {{2,2} — {4,1}}, since only one other route is possible with this
subset of tasks. This behavior is continued until the route planning is complete. Please note that
the procedure is triggered only for the current partial route of the team who has been scheduled
to visit the task that recently became free. In this last case, team 1, who was scheduled to serve
task {2, 1} by the model’s execution on the first-level. In spite of this fact, current partial routes
for every team are set as final and new ones initialized. This is required due to the aspect of the

route plannings being performed in parallel, in order to avoid violating precedence constraints.

Figure 3.2 — Continued graphical representation of the route planning procedure until task {2,1} be-
comes available. Please note that task {4, 1} could be started earlier due to the improvement
found by the procedure in the partial route for team 2.

Team 1

Team 2

Source: The authors (2020)

As aresult, the route planning for a team k at day 4 is given by a sequence of precedence-
free partial plannings. Combining those for every team will amount to the full route planning

for day .
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3.3.5 Parameterization

The dynamic nature of this algorithm lead to a substantial need for parameter experi-
menting. In this section, we will discuss this experimenting and how the final parameters were
defined.

The initial upper bound plays a heavy role in the quality of the final solution found
by the algorithm. A weak initial upper bound would often increase the running time of the
algorithm by substantial amounts, since the algorithm is designed to find at least two complete
solutions without improvement as a stoppage criterion. This initial upper bound is used as
an assurance that a feasible solution can be found with at least GCA_H days. However, with
the removal of the routing aspect in the simplified model used in this algorithm, the optimal
scheduling returned by the model would often have unused days with a planning horizon of size
GCA_H. In order to tighten this bound even more and guide the algorithm towards finding an
improved solution, an artificial upper bound variable H is initialized with a day removed from
the initial bound. The assumption that a feasible solution could be found with at most GCA_H —
1 days is fairly reasonable, due to the simplistic nature of the GCA. Consequently, solution
quality showed significant improvement after tightening this initial bound. This aggressiveness
in dealing with the size of the planning window the algorithm is allowed can also be too strong
at times. By combining this adjustment with the added cuts that would occur at every iteration
of the algorithms execution, the model would occasionally become infeasible. Thus, the value
of H is tightened and relaxed many times throughout the course of the algorithms execution.

Another pair of aggressive characteristics the algorithm possesses are the added cuts
(3.17) and (3.19). Both can also lead to infeasibility by their inherent characteristics of greatly
diminishing the space of possible assignments. Hence, to try and lower this aggressiveness
while still maintaining their desired effect, these cuts were dynamically removed at given points
in the algorithm. Cuts (3.17) are less aggressive and, therefore, are only removed partially if
the model becomes infeasible. Whenever that is the case, we remove 50% of these added cuts
chosen with pseudo-random probability. As for (3.19) cuts, 100% are removed anytime the
model becomes infeasible. Also, at every 10 iterations the latter are, again, fully removed.
Values for these parameters were found through heavy experimenting. With these, we observed
a good trade-off between the need for dynamic checks and updates against the diversification
they offer. Whenever infeasibility would occur on the model, A would also be relaxed by 1

unit. However, if an attempt to increment A would lead to H having a value higher than the
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initial upper bound GCA_H, the current partial solution is discarded and the the current solution
building attempt is restarted. The next solution attempt, however, will have any service executed
on the final of the latest attempt prioritized as shown in (3.21).

The rate and frequency in which the artificial travel time art_travel_time is updated is
perhaps the most sensitive parameter in our algorithm. When dealing with the frequency of the
checkpoints in which an update may take place, we observed that a high number of checkpoints
lead to better responsiveness of the algorithm. By checking if updates to art_travel_time are
needed more often, we observed that the algorithm managed to reach a point where feasible
plannings are more often encountered faster than with a low number of checkpoints. As for the
rate in which this parameter is updated, our observations showed that relatively small updates
worked well. Especially due to the high number of checkpoints we employ, lower update rates
allowed the algorithm to increasingly reach the point of stabilization i.e often finding feasible
plannings with reasonable use of daily available time. Higher values displayed a tendency to
lead the algorithm into finding feasible, but low-quality plannings. In our implementation, the
ideal value was found to be 0.1 units of time per update.

In regards to computational time spent by the algorithm, a final parameter must be dis-
cussed. As we have previously stated, the algorithm is parameterized to look for 2 solutions
without improvement as a stopping criterion. If a new upper bound is found, however, this
counter is reset. This setting comes with an evident increase in computational time spent. How-
ever, in most cases, the algorithm’s ability to find a feasible solution is relatively fast. Thus, we
decided that this parameterization carries a good trade-off between computational time spent

and final solution quality in most instances.

3.4 A Sliding Window Improvement Algorithm

As we have previously stated, the high volume of dependencies in our problem makes
the use of improvement heuristics such as Local Search very costly. In this algorithm, we make
use of the model (3.1)-(3.10) as a Local Search operator based on an initial heuristic-constructed
solution and propose a Sliding Window Improvement Algorithm (SWIA) for the MWSRPDT.
By using the model considering only the customer-task pairs in a small window of days within
the incumbent solution, the computational effort required for the models’ execution will be

significantly lower while still providing an optimal solution for that time window.
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3.4.1 Formal Definition

Let Sol be an initial solution with H days and H be an integer value 1 < H < H that will
artificially represent the size of Sol, initially set to H. Also, let w represent the size of a time
window in H where 1 <w < H. Note that the value of A will change throughout the course
of the algorithm. The algorithm starts by considering the whole incumbent solution of size A
and sets R = {{i,a} : {i,a} is executed in Sol on day & by a team k,H —w < h < H} as the set
of customer-task pairs scheduled in the H —w,...,H days of the incumbent solution. The full
model is then used on R, yielding an optimal solution Sol for the tasks in R. If the first day of
Sol has more tasks than the first day of the time window in Sol, or the number of days in Sol
is less than w, the solution provided by the model is an improvement upon the original one in
Sol and therefore will replace the part of the solution in Sol that is bounded by the time window
H —w,...,H. The value of H is then updated to the new size of Sol and a new iteration starts. If
Sol did not provide an improvement upon the original solution found in the time window in Sol,
the value of H is then decreased by one unit, meaning the window w is also shifted backward
by one unit in Sol. This process is repeated iteratively until < w. An outline for the SWIA is

presented in Algorithm 5.

Algorithm 5: Algorithm for the SWIA.
Data: Initial solution Sol, w =1 <w < |Sol|,w € Z
Result: Feasible schedule for the completion of every requested task
1 H + |Sol|
2 while A > w do
3 R+ {{i,a} € Sol"" A —w <h <H}
4 Sol « Model(R) // Sol gets the result of the model (3.1)-(3.10)
execution given R

5 if The number of tasks in the first day of Sol is larger than the number of tasks in
the day H —w of Sol or the number of days in Sol is smaller than H —w then
Replace days A —w, ..., H of Sol with Sol

6
7 H « |Sol|
8 else
o | | AeA-1

10 end

11 end

A graphical example of the improvements found by the algorithm during its execution
is shown in Figure 3.3. Starting from an initial solution provided by the GCA and the value

of w set to 2, at the first iteration, the model is executed on the last 2 days of the incumbent
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solution. Promptly, the first improvement is found. The two latter days from the initial solution
are condensed into a single day containing the tasks originally scheduled on both. Hence, a new
upper bound is found. Therefore, the algorithm will once again execute the model on the last
2 days of the newly encountered incumbent solution. At iteration 2, another improvement is
found. At iteration 3, however, no improvement could be made. As a consequence, at iteration
4 the window is moved back by a day, analyzing days 12 and 13 of the incumbent solution
with 14 days total. This process is repeated until at iteration 19, where the window can not
be moved back further and no improvement is found. Over the course of the algorithm’s run,
improvements were found at iterations 1,2,4,6 and 9. After a full run of the algorithm with the
value of w set to 2, the final solution consists of 11 days, 5 less than the initial solution found

by the GCA.

3.4.2 Parameterization

Although the SWIA makes use of the model (3.1)-(3.10) in a small window of the in-
cumbent solution, the task of finding an optimal routing and schedule for the tasks in that
window can still be quite cumbersome. For that reason, parameter selection for the MIP solver
was performed by using the model on full problem instances instead of the predefined windows.
The gain in computational time observed in the full problem instances followed when the model
was used on a subset of tasks.

Only two parameters presented significant improvement to the solvers’ performance:
Branch Priority and the choice of the algorithm used for the Linear Relaxation (LR). Branch
priority was set to the y variables, which lead to noticeable performance gains. However, the
most gains were obtained with the choice of the algorithm for the LR in both the root node as
well as on every new node encountered by the branch-and-bound procedure. The use of the
Barrier algorithm instead of Simplex/Dual Simplex lead to a heavy decrease in computational
time spent on solving most instances. In some, while the Simplex/Dual Simplex algorithms
could not solve the root node’s LR in 3600 seconds, the Barrier algorithm was able to find
solutions in 5 seconds or less.

Following the implementation in Pereira, Alves and Moreira (2020), another perfor-
mance gain was obtained by making use of the solvers’ callback functionality. Every time a
new node was found, the callback function was used to try finding a new upper bound using an

adaptation of the GCA. At every new node, the adapted GCA would build a heuristic solution
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Figure 3.3 — Graphical representation of a SWIA execution with w = 2 on instance 3 of type A with 60
customers. Squares represent days and the value inside each square counts the number of
tasks scheduled and routed on that day. Brackets highlight the window being solved by the
model at every iteration.
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for the tasks in the current window by choosing the next dispatched task according to the cur-
rent values of the x and y variables in the current node. For example, say team k is currently

executing task j in client i on day A, next visit is selected according to min x* .. 4y,
R {ia}{ij} ~-ij
{i.jyec U



63

where o is the set of available tasks at a given point in the algorithms execution. If an improved
upper bound is found by the adapted GCA, it is set as a new incumbent solution.

Finding an ideal value for the size of the window w was also challenging. Let H be the
initial upper bound found by the GCA. If w set to 1 and H = 1, the optimal solution would
always be found or proven optimal in less than 5 seconds. Please note that the model was
always used with a warm start, using the incumbent solution’s values for the problems* decision
variables. For H = 2, w will remain set to 1, initially. However, after each day is optimized
individually, w is updated to 2. Consequently, anytime the algorithm finds a solution with
w = H, that solution will be optimal. For H > 2, however, initializing w = 1 is quite limiting,
meaning the model would be limited to improving the schedule for a single day. For that
reason, an initial value of at least min[H,2] is advised for w. This value allows the model
to work with a scope that is relatively small while still being somewhat impactful when the
value for H is higher. This value, however, remained insufficient in some instances. For that
reason, we decided to allow the value of w to be increased by 1 unit until w < L@J This
allowed the algorithm to overcome the small window limitation of instances where the solution
spans across several days. However, often the algorithm would reach its time limit, since even
relatively small windows (w > 4) were proven to be very challenging for the model in most

cases.
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4 COMPUTATIONAL EXPERIMENTS

In this section, we present the problem instances used to evaluate the three algorithms
presented in this document. Following, we present the results obtained by our algorithms in the

set of evaluated instances followed by a findings discussion.

4.1 Problem Instances

To evaluate our proposed algorithms, we make use of three types of artificially generated
instances, labeled A, B, and C, proposed in Pereira, Alves and Moreira (2020). Most features
are shared among the three instance types, with small changes applied to instances of type B
and C to add diversity and difficulty to the problem.

The instance generator, detailed in the aforementioned work, is given the number n of
vertices, the number |S| of offered services, the number |Vs| of tasks in each service, the number
K of teams and the workers daily available time 7. To generate the complete graph G, depot
and customer locations are randomly placed in a 100x100 grid with predefined travel times d;;
between every pair of vertices i and j. The precedence graph for each service is generated
by spreading its tasks over three groups at random. Tasks placed in the first group have no
dependencies. Tasks from the second group depend on every task in the first group and tasks
from the third group depend on every task from the second group. The requested service for
every customer is selected at random, when applicable.

In instances of type A, every team possesses the skill necessary to perform any task.
Values for |S| and K are both set to 3 and the number of tasks in services S, Sy and S3 are 1, 3
and 5, respectively. Instances of type B differ from type A only by the fact that some teams are
allowed to not have the proficiency necessary to perform some tasks.

Type C instances are significantly harder. In these, each task can only be performed
by a single team. A single three-task service is available and K = 3, meaning each team is

responsible for performing a single task at every client.

4.2 Results

In this section, we present the results obtained by the algorithms presented in this docu-

ment.
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All three algorithms were implemented using the Python (ROSSUM; JR, 1995) pro-
gramming language, version 3.8.2. Both models were solved using the Gurobi Optimization
Package (OPTIMIZATION, 2020), version 8.0, by means of its Python API. Any parameteri-
zation regarding the number of threads used by the solver were untouched. Experiments were
conducted on a machine equipped with an 8-core 17-7700 3.60GHz Intel CPU and 16GB of
RAM, running on a 64-bit Ubuntu operating system, at version 18.04.3.

Following the experiments conducted where the MWSRPDT was first presented Pereira,
Alves and Moreira (2020), problem instances were divided into two different sets for evaluation.
The first includes small to medium-sized instances (n < 35) and the latter contains medium to
large-sized instances (n > 40).

Results for small to medium-sized instances of type A, B and C are presented in Tables
4.1,4.2 and 4.3, respectively. Instance information is presented in the columns under "Instance",
where "n" is the number of customers, "id" is a unique identifier and "tasks" presents the number
of vertices in the instance. Under "BKS" we present the Best Known Solution (in days) for
that instance. Values for this column were obtained from Pereira, Alves and Moreira (2020).
To our knowledge, it is the only work in the literature dealing with the MWSRPDT at the
moment of writing this document. Still, individual solution values for instances of type C with
n € {20,25,30,35} are not provided in the aforementioned work. Thus, values for this column
are set as "-". Results for the GCA are presented under "GCA", where the number of days in
its solution lies under "ub" and the computational time, in seconds, spent to reach that solution
is presented under "t". Differently from the other algorithms in this document, the TLMA
carries a stochastic component, imposed by the pseudo-random choosing of activities to apply
(3.19) cuts. Therefore, each instance was solved 10 times by the algorithm. Under "TLMA"
we present the results found for this proposal. Columns "best" and "worst" present the number
of days in the best and worst solutions found. Moreover, the average number of days across all
10 runs is presented under "avg". Computational time, number of iterations used and number
of solutions found during the algorithm’s execution are displayed under "t", "iter" and "sol.
count", respectively. These values are also presented as averages of the 10 runs. Following,
results for the SWIA are presented under "SWIA". The number of days in the final solution
found by the algorithm is presented under "ub". Computational time and number of iterations
are also presented under "t" and "iter", respectively. The "*" symbol under a "t" column means

the maximum allowed time for the algorithm was reached, triggering an immediate stop to the
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algorithm. Whenever this is the case, if a solution had been found until reaching the time limit,
it is presented. Otherwise, the "-" symbol is presented under "ub". Time limits were set as 1800
and 3600 seconds for TLMA and SWIA algorithms, respectively. Values displayed in bold
highlight when a new upper bound (our solution has fewer days than BKS) has been discovered
for an instance. Results for medium to large-sized instances are presented in Table 4.4. In such,
the "id" column is omitted. Instead, values for every column are presented as averages for every
value of n. Everything else follows the above description.

Figure 4.1 — Average upper bound comparison for the algorithms proposed in this document and the Best

Known Solution (BKS) for the evaluated instances with n < 35. Values for the TLMA are
presented in boxplot form to incorporate the spread between best, worst and average results.
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In this initial set of instances, out of the three algorithms presented in this document,
the dominance of the TLMA is quite clear. Even considering only the worst solution found by

the algorithm, its quality is still equal or superior to the ones found by either the GCA or the
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SWIA. This holds for any value of n across all three instance types, see Figure 4.1. In regards
to computational time, the TLMA is also the winner. Apart from instances of type A with
n € {20,35}, computational time averages for this algorithm are far inferior to the ones for its
counterpart, the SWIA. A visual representation of the growth in computational effort made by
the TLMA as the value of n grows is shown in Figure 4.2. Due to its simplistic nature, we leave
out the GCA in computational time comparisons.

Concerning the BKS for every instance in the first set, we can see that the SWIA falls
short and does not have strong enough results to compete with the ones in the literature. Very
often, even when reaching its time limit, the quality of the solution found by that point is
still insufficient. Therefore, the often elevated computational time averages presented by the
algorithm do not justify themselves. Still, the algorithm managed to beat the BKS average three
times on type C instances. The TLMA, however, is very competitive. Across all three instance
types and every value of n, the algorithm failed to match the quality of the BKS solution for
an instance only twice: once for type B and once for type C. Moreover, 12 new upper bounds
have been discovered: 3 for type A, 6 for type B and 3 for type C. An important thing to notice
is that, although the algorithm carries a stochastic component, the difference in days from the
best to the worst solution found across 10 runs is at most 1 for every instance, except instance
8 of type B with n = 35. In such, that difference amounts to 2 days. Although the discovery of
6 new upper bounds on type B instances is significant, we believe our strongest results for this
algorithm lie in type C instances. In those, our average upper bound is of higher quality than
the BKS so far for every value of » in this set, even when considering only the worst solution
found for every instance.

Our choice of parameterization for the TLMA lead to a nice balance between the number
of iterations spent until a complete solution is found. As shown by Figure 4.3, for all three
types of instances, the average number of iterations per complete solution is very similar. As
for SWIA, the number of iterations the algorithm is allowed to run is heavily dependent on the
value of the initial upper bound. Our choice of allowing the size of the window w to go up to
50% of the size of the incumbent solution had a large contribution to the elevated computational
times seen as the value of n rises. Allowing the size of w to reach a smaller percentage would
naturally result in a lower computational effort being made. However, solution quality would

also decrease.
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Figure 4.2 — Average computational time spent by the TLMA on small to medium-sized instances.
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Results on the second set of experiments strengthen our initial assumption that the
TLMA is the superior algorithm among the ones presented in this document. Once again, even
the worst solutions found by this algorithm are superior to the ones found by its counterparts

for every value of n and all three types of instances. However, computational time expended
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Figure 4.3 — Average number of iterations used by the TLMA per complete solution for small to medium-
sized instances with n < 35. Instance 9 of types A and B with n = 10 were not considered
for this purpose due to being relatively easy instances with an outlying number of solutions
found.
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by the algorithm raises a major concern. As the value of n grows past the 80 mark, the average
computational time expended by the algorithm sits near its set time limit. Often, the algorithm
would fail in completing a single solution within the given time limit. Whenever that is the
case, the returned solution would be the one provided as an initial upper bound (i.e the same as
the GCA). These often elevated computational times are due to a single reason: the use of the
model in Section 3.3.1. Although it is a lightweight version of the model in 3.1 that executes
with blazing fast computational times on small to medium-sized instances, as the value of n
grows past this mark, those times take a severe hit. As exemplified by Figure 4.5, the number
of iterations the algorithm manages to run within the time limit takes a strong downturn as the
value of n grows. Consequently, the number of solutions found by the algorithm also decreases.
Although the algorithm would still solve some instances with reasonable computational times
and solid solutions, the use of the model can be seen as a bottleneck that does not allow the
algorithm to move past this plateau.

Despite our scalability concerns, the TLMA managed to reach high-quality results on
all three instance types. Most notable results lie on types B and C. In those, the algorithm failed
to present an upper bound average that improves the BKS average for a value of n only once
each, see Figure 4.4. Following what was observed in the first set of experiments, the SWIA
performed better on instances of type C. Once again, it managed to find better solutions than

the BKS for three values of n. However, once again, elevated computational times are reported.
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Figure 4.4 — Average upper bound comparison for the algorithms proposed in this document and the Best
Known Solution (BKS) for the evaluated instances with n > 40. Values for the TLMA are
presented in boxplot form to incorporate the spread between best, worst and average results.
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Overall, the TLMA is the more suited solution method proposed in this document for
instances of all three types. It performed formidably on all three, presenting 6/13, 9/13, and
12/13 solution averages that surpass the BKS for types A, B, and C, respectively. However,
as the value of n enters the 80 threshold, even the use of the simplified model becomes a nui-
sance. The elevated computational effort it requires makes the algorithm a less desirable method
whenever low computational time is required. In that case, alternatives approaches can be more

desirable.
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Figure 4.5 — Average number of iterations and solutions found by the TLMA on medium to large-sized
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Table 4.1 — Results for small to medium-sized instances of type A with n <35

Instance GCA TLMA SWIA

n id tasks BKS ub  t(s) best worst avg t(s) iter sol. count ub t(s) iter

10 0 23 2 2 0.00 2 2 2 75.91 6023.7 2 2 1.65 1

1 35 2 3 0.00 2 2 2 38.16 1858.6 3 2 2225 2

2 31 2 2 0.00 2 2 2 75 2006.7 2 2 0.33 2

3 35 2 3 0.00 2 2 2 45.65 1846.2 3 2 3364 2

4 23 2 2 0.00 1 1 1 8.71 1000 2 1 54324 1

5 23 2 2 0.00 2 2 2 35.19 5855 2 2 2335 1

6 29 2 2 0.00 2 2 2 112,55  2901.4 2 2 0.30 1

7 29 2 2 0.00 2 2 2 79.27 6145.2 2 2 729.16 1

8 31 2 2 0.00 2 2 2 46.24  2008.8 2 2 0.34 1

9 19 1 1 0.00 1 1 1 1.79 1000 34 1 0.05 1
average 27.8 1.9 2.1 0.00 1.8 18 1.8 51.84 30064.56 54 1.8 13543 1.2

15 0 48 2 2 0.00 2 2 2 53.30 20249 2 2 0.84 1

1 48 2 3 0.00 2 3 22 75.07 3554.5 2.8 3 * 2

2 48 3 4 0.00 3 3 3 7240 31759 33 4 0.61 3

3 52 2 3 0.00 2 2 2 96.51 4567.8 4 3 53859 2

4 40 2 2 0.00 2 2 2 55.64  2020.9 2 2 0.57 1

5 42 2 3 0.00 2 2 2 24.11 1661.7 3 2 7.75 2

6 38 2 3 0.00 2 2 2 30.11 1573.9 3 2 0.79 2

7 46 3 3 0.00 3 3 3 419.34  3589.6 2 3 0.64 2

8 46 3 3 0.00 3 3 3 82.08 2009.2 2 3 0.63 2

9 38 2 2 0.00 2 2 2 235.64 23494 2 2 0.51 1
average 44.6 2.3 2.8 0.00 23 24 232 11442 2652.78 2.61 2.6 415.09 1.8

20 0 63 5 5 0.01 5 5 5 852.44 2879 1.9 5 0.94 4

1 63 3 5 001 3 4 3.8 25255 39134 33 4 1.15 4
2 59 4 10 0.00 4 4 4 135.46 1344 3 5 29410 13

3 55 3 3 0.00 2 3 2.7 6740 46254 2.3 2 31094 2

4 51 3 3 0.00 3 3 3 81.85 2021.4 2 3 0.82 2

5 61 3 4 0.01 3 3 3 83.68 2219.4 3.1 3 1.30 3

6 55 3 3 0.00 3 3 3 10591  2032.2 2 3 0.98 2

7 63 4 5 001 4 4 4 128.57 34754 3 4 1.25 4

8 43 2 3 0.00 2 3 2.1 42775 2741.6 3 2 1.44 2

9 61 3 4 0.01 3 3 3 137.59  2206.6 3.1 4 1.90 3
average 574 33 4.5 0.00 32 35 336 188.82 2745.84 2.67 35 6148 39

25 0 68 2 2 0.00 2 2 2 179.67  3494.5 2 2 1.78 1
1 84 5 7 0.01 5 5 5 339.16  3073.2 3 5 5071 10

2 50 3 3 0.00 3 3 3 174.30 4023 2 3 0.77 2

3 80 4 5 0.01 4 4 4 143.16  2857.7 32 4 3.68 4

4 66 4 5 0.01 4 4 4 91.22 3746 3 5 6.81 4

5 72 4 4 0.01 4 4 4 641.87 2881.9 2 4 1.49 3

6 74 4 5 0.01 4 5 4.7 14324 3151 2.4 4 1.94 4

7 62 3 3 001 3 3 3 206.71 43354 2 3 1.20 2
8 64 5 8 0.00 5 5 5 31233 69244 53 7 * 16

9 66 5 5 0.01 5 5 5 88.56 3002 2 5 1.03 4

average 68.6 3.9 4.7 0.00 3.9 4 397 232.02 3749.21 2.69 42 36694 5

30 0 79 4 4 0.01 4 4 4 332.34 33529 2 4 1.72 3

1 83 4 5 0.01 4 4 4 478.17 3788.4 3 4 2.09 4

2 79 4 4 0.01 4 4 4 151.84 34439 2 4 1.85 3

3 101 5 5 0.02 4 4 4 225.63  3081.2 3.1 5 2.73 4

4 75 5 5 0.01 5 5 5 138.48 2871 2 5 1.32 4

5 75 4 5 0.01 4 4 4 112.99  2760.8 32 4 7.37 4
6 101 7 9 0.02 7 8 7.1 31890 64833 4.5 8 * 24

7 99 5 6 0.02 5 5 5 328.17 37145 3.1 6 * 9

8 79 5 6 0.01 5 5 5 104.10  3448.6 3.1 5 9.67 9

9 83 3 4 0.01 3 4 3.7 377.87 4289.5 2.6 4 1033 3
average 854 4.6 5.3 0.01 4.5 47 458 25685 372341 2.86 49 72371 6.7

35 0 94 4 5 0.02 4 4 4 31451 54432 3.6 5 2.14 4

1 92 3 4 0.01 3 3 3 186.81  2201.4 3 3 3.67 3

2 106 3 3 001 3 3 3 210.59  2310.6 2 3 4.46 2

3 112 7 8 0.03 7 8 7.7 1008.42 3700.9 23 8 2503 18

4 86 4 5 0.01 4 5 4.6 18347 4079.1 2.8 5 1.69 4

5 104 5 5 0.02 5 5 5 172.12 2920 2 5 2.90 4

6 92 4 5 0.01 4 4 4 180.96  3580.1 3.1 5 3.04 4

7 84 6 6 0.02 6 6 6 162.04  2642.7 2 6 6.20 9

8 94 4 5 0.02 4 5 46 17031 36029 2.7 5 2.14 4

9 80 4 4 0.01 4 4 4 339.53  3098.7 2 4 1.68 3
average 944 4.4 5 0.01 44 47 459 29288 3357.96 2.55 49 529 55

Source: The authors (2020).
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Table 4.2 — Results for small to medium-sized instances of type B with n < 35

Instance GCA TLMA SWIA
n id tasks BKS ub  t(s) best worst avg t(s) iter sol. count ub t(s) iter
10 0 23 2 2 0.00 2 2 2 19.38 6005.7 2 2 0.41 1
1 35 3 3 0.00 3 3 3 44.35 5571.3 2 3 0.32 2
2 31 2 2 0.00 2 2 2 60.08 2338.7 2 2 0.30 1
3 35 3 4 0.00 3 3 3 26.86 2944.9 35 4 0.28 3
4 23 1 2 0.00 1 1 1 2.07 1000 26 1 2.96 1
5 23 2 3 0.00 2 2 2 16 1507 3 3 0.16 2
6 29 2 3 0.00 2 2 2 7.66 1505.1 3 2 0.27 2
7 29 6 7 0.00 6 6 6 18.76  4528.5 3 6 48446 15
8 31 2 2 0.00 2 2 2 80.52 2007.3 2 2 0.28 1
9 19 1 1 0.00 1 1 1 1.87 1000 200 1 0.05 1
average 27.8 24 2.9 0.00 24 24 24 2775 2840.85 24.65 2.6  48.95 2.9
15 0 48 2 2 0.00 2 2 2 35.89 2007.2 2 2 0.76 1
1 48 3 4 0.00 3 3 3 58.02 3080.6 33 4 0.60 3
2 48 2 3 0.00 2 2 2 27.71 1588.5 3 2 0.99 2
3 52 3 3 0.00 3 3 3 92.78 4105.8 2 3 0.09 2
4 40 2 2 0.00 2 2 2 49.07 2540.5 2 2 0.48 1
5 42 2 3 0.00 2 2 2 25.45 1569.8 3 2 0.78 2
6 38 3 4 0.00 3 4 33 37.28 4016.6 32 4 0.33 3
7 46 6 7 0.00 6 6 6 31.90 45374 3 6 2557.68 15
8 46 2 3 0.00 2 2 2 85.57 19554 3.1 3 41.52 2
9 38 2 2 0.00 2 2 2 81.79 6603 2 2 * 1
average 44.6 2.7 3.3 0.00 27 28 273 5255 320048 2.66 3 62040 3.2
20 0 63 4 5 0.01 4 4 4 23332  3941.2 3.1 5 0.80 4
1 63 6 7 001 6 7 6.2 71.75 37434 35 7 2.71 11
2 59 3 3 0.00 3 3 3 126.33  4210.3 2 3 * 2
3 55 2 3 0.00 2 3 2.7 57.17 3414.5 2.4 3 0.87 2
4 51 4 5 0.00 4 4 4 84.16 3449 3 5 0.65 4
5 61 4 4 0.01 4 4 4 211.50 2988.6 2 4 1.04 3
6 55 4 5 0.01 3 4 3.9 89.76 2997.5 32 5 0.85 4
7 63 3 4 0.00 3 4 3.5 164.78 4583.8 29 4 1.13 3
8 43 3 3 0.00 3 3 3 44.23 2005.3 2 3 0.50 2
9 61 7 10 0.01 7 7 7 46.63 4084.4 3.5 9 * 28
average 57.4 4 49 0.00 39 43 413 11296 3544.80 2.76 48 72086 6.3
25 0 68 7 10 0.01 7 8 7.2 39.61 4297.6 34 8 * 27
1 84 7 10 0.02 7 7 7 592.41 3890.4 3.6 9 * 23
2 50 3 4 0.00 3 3 3 114.66 3151 3 3 0.97 3
3 80 4 5 0.01 4 4 4 361.43  3980.3 3 4 1.64 4
4 66 3 4 0.01 3 3 3 56.10 2330.3 3 4 * 3
5 72 4 5 0.01 4 4 4 78.78 2704.9 3 5 1.42 4
6 74 7 8 0.01 6 6 6 114.72  3052.2 3.8 8 * 18
7 62 2 3 0.00 2 3 2.2 116.54  4068.9 2.8 2 306.99 2
8 64 3 4 001 3 4 34  100.01 3220.2 2.8 4 1.17 3
9 66 4 4 0.01 4 4 4 218.46 3905 2 4 1.15 3
average 68.6 4.4 5.7 0.00 43 4.6 438 179.27 3460.08 3.04 5.1 147133 9
30 0 79 6 7 0.01 6 6 6 262.58 3113.7 3 7 3.79 11
1 83 4 5 0.01 4 4 4 181.74  3504.2 3 4 1.89 4
2 79 4 5 0.01 3 4 3.9 41426 3970.1 32 4 1.66 4
3 101 13 15 0.02 12 13 12.1 58.64 5197.7 33 14 * 75
4 75 5 5 0.01 5 5 5 155.79 2924 2 5 1.30 4
5 75 6 7 0.02 6 7 6.1 41007 46344 34 7 47.08 11
6 101 27 29 0.05 26 26 26 187.45 8789.9 4 28 * 299
7 99 5 5 0.02 4 5 49 169.76 34022 2.2 5 2.68 4
8 79 4 5 0.01 4 5 4.1 161.73 31292 3.3 5 1.42 4
9 83 4 4 0.01 4 4 4 45442  3192.2 2 4 1.71 3
average 83.6 7.8 8.7 0.01 74 79 761 245.64 4125.76 2.94 8.3 726.15 419
35 0 94 8 10 0.03 7 8 7.1 163.07 4954.7 4.2 9 * 28
1 92 4 5 0.01 4 5 49 45416 62859 2.2 5 1.45 4
2 106 4 5 0.01 4 4 4 915.33  4142.7 3.1 5 2.81 4
3 112 7 10 0.02 7 7 7 352.27  3665.1 3.5 9 * 22
4 86 3 4 001 3 4 3.1 13641 31823 3.1 4 2.01 3
5 104 7 8 0.03 7 7 7 128942 4026 3 8 * 18
6 92 4 4 001 4 4 4 351.70  3451.5 2 4 2.36 3
7 84 5 5 0.01 5 5 5 49329 34223 2 5 1.26 4
8 94 16 20 0.04 17 19 18 399.05 5028.1 32 18 * 128
9 80 7 8 0.02 7 7 7 27049 43428 3 8 * 18
average 94.4 6.5 7.9 0.01 6.5 7 6.71 48252 4250.14 2.93 7.5 1800.99 23.2

Source: The authors (2020).
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Table 4.3 — Results for small to medium-sized instances of type C with n < 35
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Instance GCA TLMA SWIA
n id tasks BKS ub  t(s) best worst avg t(s) iter sol. count ub t(s) iter
10 0 27 3 3 0.00 3 3 3 5.22 1000 2.9 3 0.15 2
1 27 10 10 0.00 10 10 10 74.27 15696.1 2 10 4.26 30
2 27 9 9 0.00 9 9 9 7.77 3523.1 2 9 1.21 21
3 27 10 10 0.00 10 10 10 156.98 27946.2 2 10 4.67 30
4 27 10 9 0.00 9 9 9 8.91 3521.9 2 9 1.70 21
5 27 2 3 0.00 2 2 2 12.18 1504 3 3 0.22 2
6 27 3 3 0.00 3 3 3 12.85 4005 2 3 0.21 2
7 27 5 6 0.00 5 5 5 4.65 2404 3 5 0.52 9
8 27 5 5 0.00 5 5 5 3.80 1000 4.4 5 0.14 4
9 27 2 2 0.00 2 2 2 18.29 6006 2 2 * 1
average 27 5.9 6 0.00 58 58 5.8 3049 6660.63 2.53 59 36131 122
15 0 42 3 4 0.00 4 4 4 726  3396.1 2 4 0.33 3
1 42 15 14 0.01 14 14 14 11.33 3867 2 14 97.09 63
2 42 14 14 0.01 14 14 14 13.88 3867 2 14 500.15 63
3 42 5 5 0.00 5 5 5 9.33 24247 2 5 0.35 4
4 42 3 3 0.00 3 3 3 13.31  3003.2 2 3 0.38 2
5 42 14 14 0.01 14 14 14 38.68 3556.8 2 14 79.40 63
6 42 15 15 0.01 15 15 15 2495 4084.2 2 15  535.56 69
7 42 15 15 0.01 14 14 14 18.97 5644.3 3 15 * 69
8 42 7 7 001 7 7 7 9.19 1000 2 7 0.78 11
9 42 5 5 0.00 5 5 5 9.75 2866.5 2 5 0.26 4
average 42 9.6 9.6 0.00 95 95 9.5 15.67 3370.98 2.1 9.6 48143 351
20 0 57 - 3 0.00 3 3 3 18.15  4091.9 2 3 0.76 2
1 57 - 10 0.01 10 10 10 80.73  1405.7 2 10 * 30
2 57 - 19  0.02 19 19 19 21.45 38549 2 19 1412.78 116
3 57 - 7 0.01 7 7 7 9.45 2681 2 7 1.91 11
4 57 - 19 0.01 19 19 19 55.82 85529 2 19 1384.54 116
5 57 - 6 0.01 5 5 5 31.63 4168.4 3 5 0.65 5
6 57 - 8 0.01 7 7 7 80.62 58353 33 7 * 22
7 57 - 8 0.01 7 7 7 20.50 41374 3 8 * 18
8 57 - 7 001 7 7 7 1478  2591.6 2 7 2.23 11
9 57 - 3 0.00 3 3 3 19.84 1822 2 3 0.64 2
average 57 9 9 0.00 8.7 87 8.7 3530 3914.11 2.33 8.8 1360.42 33.3
25 0 72 4 001 4 4 4 4778  3391.5 2 4 0.94 3
1 72 - 3 0.01 3 3 3 44.63 1882.5 2 3 1.02 2
2 72 - 8§ 0.01 8 8 8 18.79 27169 2 8 4.37 18
3 72 - 24 0.02 24 24 24 103.76 3837 2 24 * 198
4 72 - 4 0.01 4 4 4 30.97 3113.6 2 4 0.94 3
5 72 - 4 001 3 3 3 26.27 2040 3 4 1.17 3
6 72 - 25  0.02 25 25 25 170.26  7798.6 2 25 * 209
7 72 - 25 0.03 24 24 24 78.36 7466 4 24 * 222
8 72 - 6 0.01 6 6 6 48.20 32873 2 6 1279.34 9
9 72 - 11 0.02 9 10 9.6 95.03 5897.1 3.8 11 * 34
average 72 11.3 11.4 0.01 11  11.1 11.06 66.41 4143.05 2.48 11.3 1568.77 70.1
30 0 87 - 29  0.04 29 29 29 76.70 6077 2 29 * 286
1 87 - 16 0.03 15 15 15 301.76 2819 3 15 * 71
2 87 - 5 0.03 5 5 5 15.15 2011.3 2 5 1.22 4
3 87 - 15 0.02 15 15 15 67.22 1629 2 15 * 69
4 87 - 5 0.02 5 5 5 97.21  4828.7 2 5 1.19 4
5 87 - 30 0.05 29 29 29  100.10 5459 3 30 * 315
6 87 - 31 0.04 29 29 29  200.65 5274 3 30 * 316
7 87 - 16 0.02 15 15 15 34424 28199 3 15 * 70
8 87 - 29  0.06 29 29 29 60.63 3795 2 29 * 286
9 87 - 10 0.02 10 10 10 93.89 27382 2 10 * 30
average 87  18.5 18.6 0.03 18.1 181 181 13575 3745.11 2.4 18.3 2880.24 145.1
35 0 102 - 17  0.03 17 17 17 432.11 1884 2 17 * 91
1 102 - 3 0.01 3 3 3 108.93 3033.2 2 3 2.16 2
2 102 - 12 0.04 12 12 12 25.68 2741.1 2 12 * 45
3 102 - 8 0.04 8 8 8 253.92  12293.7 2 8 9.28 18
4 102 - 12 0.03 12 12 12 62.55 2828.8 2 12 * 45
5 102 - 18 0.07 17 17 17 31573 3014.2 3 18 * 108
6 102 - 14 0.03 12 12 12 197.33 3490.5 3 12 * 47
7 102 - 13 0.03 12 13 12.9 548.66 6523.3 2.1 13 * 50
8 102 - 34 0.06 34 34 34 378772 4065 2 34 * 408
9 102 - 4 0.02 4 4 4 89.57 32479 2 4 1.75 3
average 102 13.5 13.5 0.03 13.1 132 13.19 241.32 4312.17 2.21 13.3 2521.31 81.7

Source: The authors (2020).



Table 4.4 — Results for medium to large-sized instances of types A, B and C with n > 40

Instances GCA TLMA SWIA
type n tasks BKS ub  t(s) best worst avg t(s) iter  sol. count ub t(s) iter
A 40 1212 6.7 8.1 003 6.7 7 6.86 684.09 4012.27 3.27 74 1814.03 12.6
50 1452 7 7.5 0.06 6.6 7 6.79 1033.48 3257.55 241 7.1 1868.05 14.5
60 171.2 9.8 11.5 0.10 9.8 103 9.94 1242.81 333548 2.64 10.6 2902.46 22
70 2012 8.5 9.5 0.15 8 85 838 1250.81 3066.74 2.40 9.1 2905.17 17.6
80 235 11.2 12 029 108 11.5 11.17 1704.58 1693.05 1.23 11.5 2769.61 25.3
90 270.6 14.7 15.8 0.44 15 155 1535 1800 582.64 0.28 15.1 3288.83 38.5
100 304 17.2 185 0.59 17.8 185 18.14 1800 622.99 0.27 17.7 3529.27 43.8
B 40 1212 7.1 81 003 69 72 7.03 51523 3821.35 2.86 7.5 148551 233
50 1452 7.1 9 005 69 7.6 722 79246 3988.82 2.76 8.1 1120.08 25.9
60 171.2 137 162 0.11 13,5 143 13.76 1118.59 4099.17 2.67 15.2 269490 110.2
70 201.2 12.7 145 0.16 124 132 12.69 1354.77 3458.40 2.40 13.8 3600 87.9
80 235 155 17.1 0.28 15 154 15.21 149497 2957.64 1.78 16.6 3600 110.1
90 270.6 14.1 164 0.44 15 154 15.79 1794.21 1232.48 0.76 15.3 3284.06 39.1
100 304 152 164 0.54 149 153 15.01 1798.67 1421.46 0.78 15.6 3036.99 50.2
C 40 117 162 168 0.06 16.1 164 16.28 257.51 4507.28 2.59 16.8 2170.19 69.9
50 147 18.1 183 0.12 18 18.1 18.07 723.27 6520.18 1.92 17.8 2188.92 723
60 177 396 394 035 39.1 393 39.13 1181.31 3774.87 1.65 39.4 3288.85 210.5
70 207 279 285 043 27.8 284 28.16 1287.77 4067.85 1.67 28.2 2928.82 120
80 237 415 424 1.04 414 415 4142 135822 3179.61 1.69 42.2 332792 2204
90 267 51.1 51.1 131 50.7 50.8 50.79 1558.95 2251.19 1.08 50.8 3600 244.6
100 297 533 54 230 53.8 539 53.82 164290 1792.64 0.76 53.9 3600 266

Source: The authors (2020).
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5 NEGATIVE RESULTS

In this section we discuss some of the approaches that did not turn out as successful as

expected, but can provide insight for further research.

5.1 Can a route be considered 'good enough''?

In the TLMA, a situation would often occur where feasible routes would be found for
only a subset of teams instead of the whole set. Consider as an example a problem with 3 teams
k € K and T = 8 units of time for the completion of requested activities. Let {7.8,7.5,8.2} be
the corresponding costs (in units of time) of each route. Routes for teams {1,2} are feasible.
Team 3’s route, however, violates daily available time by 0.2. When reaching this type of
scenario, we decided to investigate the impact of considering the feasible routes as finished and
only trying to solve the remaining ones on further iterations. This was achieved by having the
first-level scheduling that lead to feasible routes fixed for the ’finished’ teams in the following
iterations of the algorithm.

The fixing of one or more schedules on the first-level can have a very limiting impact
on the route building possibility for remaining teams on the second-level. This occurs due to
the possibility of one or more tasks in the fixed teams being fulfilled representing a require-
ment for the remaining tasks in the available pool. If that was the case, affected tasks still in
the pool would have a set minimum start time for every new attempt at routing the remaining
teams. The latter consideration led to the following question: when is a route good enough to
be fixed? To try answering that question we attempted using the concept of good route qual-
ity being tied to low idle time for a team. Let R¥ = {{i,a} : {i,a} is executed by team k on the
current day in the algorithms execution}. Let Sol/*” be the an array representation of the schedul-

ing designed for team k on day 4. Values in Sol*"

represent the order in which activities are

performed and are stored in the form (i,a, start,end), where i represents the customer team k

is located at, a is the task being performed, and start and end the time the task starts and ends,

respectively. Within this solution representation, the idle time of a teams route is defined by

the following equation: L %lkﬂ lSolkh[i+ 1][2] — Sol*[i][3] + o i0)0i 0] Accord-
i€l,...,|Solkh|—

ing to this equation, idle time will not exist in a route if the team did not have to wait in order

to start performing the next task. Otherwise, it will exist if between any pair of visits assigned
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to that day, the team took longer than the travel time between this pair of customers to start
performing the requested task.

Experiments were conducted by allowing a teams’ route to be fixed if the route used at
least 90% of the daily available time and had low idle time. Acceptance values for idle time
were experimented ranging from O to 0.5 time units. If a route for a team was considered good
enough, the variables corresponding to the appointments for the team on the respective day were
set to 1 on the model execution throughout the following iterations of the algorithm. Overall,

this approach did not provide improvement in regards to solution quality.

5.2 Dispatching Rules

In agreement with discussions seen in the literature, the choice of Dispatching Rule (DR)
for each of the proposed algorithms in this document was shown to have a significant impact on
solution quality. Our experience can also be used to validate the concept that the dispatching
rule used when solving optimization problems must be carefully selected for the problem and
the algorithm being used.

Our choice of dispatching rules were mostly based on the intrinsic aspects of the MWS-
RPDT: the need to visit customers and the characteristics of the provided services. When deal-
ing with customer visits, arguably the most important aspect to note is the distance between
those. Regarding the provided services, one can derive a few important aspects, such as: amount
of tasks, amount of dependencies between these tasks, amount of technicians with the needed
skill set to perform these tasks, and etc.

In an attempt to encompass these characteristics, we experimented with the dispatching
rules discussed next. Let i € V be the customer team k is currently stationed and R be the set
of {j,a} customer-task pairs available at any given point in the algorithms execution. The sim-
plest DR implementation we experimented considered only travel distance between customers,
according to the following equation: (i) min d;;. Based on this simplistic concept, we also

{j.a}er
added team task-performing times and distance to the depot 1, leading to (if) mi}n d;j +tfa
Jj,ateR

and (iii) min d;; +tX +d;, respectively.
( ) (j.a}eR ij T ta Jl P y
Prioritizing service characteristics instead of travel distance, we experimented with two
DRs. Let o be the set of complete customer-task pairs and L;, = {{i,b} : (b,a) € Ay, {i,b} ¢ R,
{i,b} ¢ o} be the set of requested activities that depend on task {i,a} that have not been ful-

filled and are still unavailable at any given point in the algorithms execution. Activities were
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selected according to the following equations: (iv) m}'{relR|Lia],{i,a} € R and (v) max|Li|.
These DRs intended to prioritizing the completion of tasks that had the least/most dependencies
unfulfilled. Their performance was shown to be inferior to the distance-concerning ones. This
observation might indicate that travel distance between customers’ significance is high on most
of our instances, and therefore, can not be underestimated.

The use of random and/or pseudo-randomness in combinatorial optimization is vast and
has been shown to be a characteristic that can lead to good quality solutions (HOLTHAUS;
RAJENDRAN, 1997). In light of this fact, we experimented with another simplistic DR that
would simply select the next task from the pool of available activities with pseudo-random
chance (vi). In our case, however, it did not lead to significant improvement with reasonable
frequency to justify its use. Finally, an experiment was made by allowing the algorithms choice
of DR to be made with a pseudo-random chance. At every step of the GCA (and its adapted
version used in the TLMA), a DR would be chosen if pseudo-random chance from sets of 3
different DRs. Overall, the best combination results were found by a set composed of ii, v and

vi. These results were, however, also not an improvement upon making use of a single DR.

5.3 Weighted function impact of both algorithms

Both the original model of Pereira, Alves and Moreira (2020) and the simplified one
proposed in this document share an objective function (3.1) that aims to minimize the amount of
periods expended for the completion of every requested task. The use of this objective function,
however, was shown to be insufficient in some situations. In this section, we will discuss when
and how that situation arises.

When dealing with the TLMA, the results found by this function are tied to the quality of
the existent upper bound for the problem. The initial upper bound serves as very strong guide-
line that ensures the simplified model on the first level is guaranteed to return a scheduling for
the available tasks that can be successfully routed on the second. What we observed throughout
experimenting was that the combination of an inferior quality upper bound with the added cuts
in (3.17) would lead to a situation where the amount of tasks scheduled for the first day would
decrease. These tasks would be pushed on to a later day and a successful routing on the first day
would eventually be found with very few activities. Consequently, a lot of available time would

remain unused on that day. This is not ideal and often lead to the discovery of a final solution
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that would at most match, not improve, the incumbent solution. Therefore, a weak upper bound
combined with this objective function would often lead to low quality solutions.

In order to ’fix’ this occurrence we introduced a different objective function:
K

Yy ¥

k=1{i,a}eR

min p —
e R

5.1
This objective function provides the model with an incentive to assign tasks on the first day of
the planning horizon instead of the following days by giving the variables corresponding to the
first day’s assignments a negative cost. This new objective function, however, comes with a
significant increase in computational cost. The use of this function on the model (3.1)-(3.10),
even when used as a local search operator, was shown to be impractical due to the computational
effort it required. On the simplified model, however, the increase in computational cost does
not make it unusable. Thus, when Algorithm 1 reaches a situation where too few tasks are
being assigned on the first day, its use was able to improve solution quality and overcome
the effect of the added cuts. Adapting the algorithm to make use of this objective function
when deemed necessary showed significant improvement in solution quality. However, as we
previously noted, an increase in computational cost did also occur. For that reason, the use
of this function is advised when coupled with a dynamic approach that manages a good ratio

between solution quality and computational effort.
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6 CONCLUSION

Logistics problems are heavily present in both enterprise and academic contexts. In
many industries, they lie at the core of most business models and have a significant impact
on a companies success. Therefore, researchers have also thoroughly studied these types of
problems in attempts to present innovative solution methods that can deliver high-quality and
applicable solutions. In the last two decades, a class of combinatorial optimization problems
that incorporate these aspects, named Workforce Scheduling and Routing Problems (WSRP),
have been given significant attention from researchers. In a general WSRP, clients request ser-
vices from a provider that must service every customer through mobile teams. Client’s requests
must be scheduled for available teams and visits must be effectively routed. In this document,
we studied a recently proposed WSRP named the Multiperiod Workforce Scheduling and Rout-
ing Problem with Dependent Tasks (MWSRPDT). In the MWSRPDT, dependencies between
activities are also present, making the problem significantly harder to solve.

Following the literature on combinatorial optimization problems, WSRPs are usually
solved by means of exact, heuristic, or, in a more recent trend, hybrid algorithms. Due to their
complexity, the employment of purely exact algorithms for WSRPs is quite difficult. There-
fore, heuristics and hybrid algorithms that attempt to use both exact and heuristic concepts have
emerged as very desirable solution methods for these types of problems. In this document,
we present two hybrid exact-heuristic algorithms, the TLMA and the SWIA, for the MWSR-
PDT that make use of a mathematical model for the problem recently proposed in (PEREIRA;
ALVES; MOREIRA, 2020). The first, uses a simplified version of the model to perform client
scheduling followed by a routing procedure imbued with a local search technique applied to
precedence-free spaces that plans routes for every team. Perhaps the greatest contribution of
this document is the identification of precedence-free spaces. In those, the employment of lo-
cal search techniques is available with no concern about ruining the solution’s feasibility. The
second uses the original model as a local search operator in subsequent small windows of an
existing solution obtained by a greedy algorithm, returning an optimal solution for that window.

While the SWIA did not manage to obtain significant enough results to compete with
results in the literature, the TLMA managed to improve the Best Known Solution values for
12 individual instances and 27 averages with reasonable computational effort. Once the 80
client threshold is met, however, the algorithm loses strength. The algorithm can be seen as

a middle-ground between exact and heuristic solution methods that can deliver high-quality
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solutions with low computational effort on small to medium-sized instances. However, the use
of the simplified version of the model is accompanied by computational time-related scalability
issues. Therefore, its use is advised mainly on instances with less than or equal to 80 customers.

For future research, we intend to improve the simplified model further in an attempt to
lower its required computational effort on large instances and implement more robust heuristic

techniques on precedence-free spaces.
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