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ABSTRACT

This work consists of presenting a new approach to Adaptive Linear Regression adapted to
structural equation models and improving the index related to the Average Variance Extracted
(AVE), given a plug-in approach, and replacing the error variances with the factor loadings of
the estimated adaptive regressions. To do so, a Monte Carlo simulation study was performed
considering scenarios with different numbers of outliers, which were generated by distributions
with symmetry deviations and kurtosis excess. Sample sizes were defined as n=50, 100 and
200. In formative structural models and considering outliers generated either from symmetrical
distributions or from multivariate log-normal distributions, the Adaptive Linear Regression mo-
deling was found to be efficient in the different scenarios under analysis. Likewise, for models
with specification errors, this method was proven to have low efficiency, as expected. Further-
more, constructs were elaborated with variables that could enable both the characterization and
the distinction of individuals among the different groups of Brazilian specialty coffee consu-
mers and that could provide different perspectives on the transition among them. The results
made it possible to better distinguish the consumers and better characterize the proposed cate-
gories, thus contributing to the improvement and simplification of marketing strategies used by
players in this market. In addition, the results also promoted the discussion on which factors
stimulate the transition of an individual from an initial construct to another, and we showed that
transitioning from regular consumers to enthusiasts is easier than moving from enthusiasts to
specialists.

Keywords: Structural equation models. Outliers. Adaptive linear regression. Specialty
coffees. Consumer behavior.



RESUMO

Este trabalho consiste na apresentação de uma nova abordagem de Regressão Linear
Adaptativa (RLA) adaptada a modelos de equações estruturais e no aprimoramento do índice
correspondente a variância média extraída, dada uma abordagem plug-in, substituindo as vari-
âncias dos erros pelas cargas fatoriais das regressões adaptativas estimadas. Para tanto, realizou-
se um estudo de simulação Monte Carlo considerando cenários com diferentes concentrações
de outliers, gerados por distribuições com desvios de simetria e excesso de curtose e tama-
nhos amostrais definidos como n= 50,100 e 200. Concluiu-se que, em modelos estruturais
formativos, considerando outliers gerados a partir de distribuições simétricas ou da distribuição
log-normal multivariada, o método RLA, apresentou boa eficiência para modelos corretamente
especificados. Da mesma forma, para modelos com erros de especificação, foi evidenciado
baixa eficiência desse método, sendo coerente com o que era esperado. Além disso, elaborou-
se construtos cujas variáveis possibilitassem a caracterização e distinção de indivíduos entre
os diferentes grupos de consumidores brasileiros de cafés especiais e, fornecessem percepções
sobre a transição entre eles. Os resultados permitiram uma melhoria na distinção dos consu-
midores e caracterização entre as categorias propostas, contribuindo para o aprimoramento e
simplificação das estratégias de marketing realizadas pelos atores deste mercado. Além disso,
incentivou-se a discussão sobre quais fatores estimulam a transição de um indivíduo de um
construto inicial para um subsequente e demonstramos uma maior facilidade de transição dos
indivíduos de consumidores regulares para entusiastas, do que de entusiastas para especialistas.

Palavras-chave: Modelos de equações estruturais. Outliers. Regressão linear adaptativa.
Cafés especiais. Comportamento do consumidor.
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1 INTRODUCTION

Structural equation models are a family of multivariate statistical models used to mo-

del relationships between multiple variables, that is, to estimate parameters simultaneously in

an equation system (BOLLEN, 2002). Putting together concepts of multiple regression, path

analysis, and factor analysis, these models allow the inclusion of latent variables (constructs),

that is, theoretical variables that cannot be directly measured, into a covariance structure given

by a theoretical model that explains their linear relationship with observed variables, referred to

as indicators.

Regarding the specification of these models, a definition of two factor models is ne-

cessary: the structural model which defines the cause-and-effect relationship between the latent

variables in the model, and the mensuration model which relates the endogenous and exogenous

observed variables to one or more latent variables.

Assuming that a construct is mathematically formed by linear combinations of observed

variables, one may wonder about the number of variables to be used in the formation of a cons-

truct, so they may provide information enough to characterize a concept in its interpretation.

Therefore, to validate constructs, several indexes and coefficients have been proposed, one of

which, known as Average Variance Extracted (AVE), has been more commonly used.

Many authors have used AVE index in their research. Kyougoku et al. (2015), for exam-

ple, stands out by developing the Assessment of Belief Conflict in Relationship-14 (ABCR-

14), a new scale which assesses belief conflict in the health area. The authors analyzed the

psychometric properties of ABCR-14 in relation to entropy, polyserial correlation coefficient,

exploratory factor analysis, confirmatory factor analysis, average variance extracted, Cronbach

alpha, Person product-moment correlation coefficient, and multidimensional item response the-

ory (MIRT). Carter (2016) who provides evidence to the internal structure. The aim of the study

is the use of statistical techniques to provide evidence for the number of dimensions measures

in a scale.

Valentini e Bruno (2017) aimed at discussing the concepts of average variance extracted

and composed reliability, refuting the proposal of Fornell e Larcker (1981) to consider AVE as

a convergent validity indicator. They also showed that the values for these indexes were altered

as a function of the number of observed variables and the homogeneity of factor loadings.

Farzandipour et al. (2021) elaborated a psychometric instrument to determine the qualification

of computation abilities of nurses working at centers for educational assistance.
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Different statistical methods may be used to estimate the parameters of structural equa-

tion models; however, to comply with the proposals of this research study, a procedure was used

to estimate factor loadings by means of adaptive linear regressions. This procedure resulted in

a combination of estimations obtained by the method of least squares, and robust estimations,

generated by LTS regression.

When it comes to estimating the AVE index, the formalization occurs as a function

of the average sum of variance of errors. However, considering the error of latent variables

defined as constructs is controversial, since such errors may be interpreted systemically, that is,

a construct may not be correctly specified due to the absence of a given variable (GOSLING;

GONÇALVES, 2003).

Another aspect consists of considering an endogenous variable as an error that represents

part of the variable that is not taken into consideration by the linear influence of other variables

in the system, thus causing the error to be interpreted as random (MACCALLUM et al., 1995)..

Based on these arguments, this study aimed at estimating the AVE index by following

a plug-in estimation procedure, that is, replacing the variance of errors with the factor loadings

obtained in the adaptive regressions. In this context, after such modification, the indexes pro-

posed by this study and published were named Adaptive AVE indexes.

This work is organized as a paper and is divided into two parts: the first one is composed

by a general introduction and the theoretical background needed to support this thesis. The

second part consists of two scientific papers. The first paper presents the construction of a new

index to validate constructs and assesses it in different scenarios, based on average variance

extracted (AVE) with adaptive regressions.

The second paper, using structural equation models, aimed at elaborating constructs with

variables that could characterize and distinguish individuals among different consumer groups,

and provided perceptions on their transition. To validate the composition of constructs, the AVE

index was estimated by adaptive regression, considering a data sample provided by Guimarães

et al. (2019). The authors gathered 864 self-appliable online questionnaires, widely disclosed

to Brazilian consumers of specialty coffees, between January and February of 2017. Despite

its importance and advancements in the understanding of specialty coffee consumers, the work

of Guimarães et al. (2019) has considerable limitations, which we seek to overcome in this

work, by means of more robust and more adequate statistical methods. Furthermore, further
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research on which factors would stimulate the transition of individuals among the categories of

consumers identified is necessary.

The final considerations are given at the end of the second part, which is part of this

thesis, as well as aspects of this research that are relevant to innovate the use of new statistical

methodologies and contribute to marketing strategies.



14

2 THEORETICAL BACKGROUND

2.1 Structural equation modeling - SEM

Structural Equation Modeling (SEM) is a multivariate statistical methodology which

allows to study cause-and-effect relationships and the correlations between a set of variables

simultaneously. This technique has become more and more popular in behavioral, and educa-

tional areas, as well as in social research, because it allows several relationships to be studied

simultaneously, including variables that are not measured directly, but by their effects (named

indicators) (SONG; LEE, 2012).

In this approach, a series of equations is defined to describe hypothetical structures in

the relationships among the countless variables added to the model. These equations represent

the way the non-observed variables (constructs) interact with the measured observed variables,

as well as the way these variables interact with one another.

The development of SEM models was due to the works of Joreskog (1973), Keesling

(1972), and Wiley (1973). These authors were able to propose a general model by incorporating

to their representations a path diagram which could be applied to different situations. In this

moment, the model was seen as two: Measurement Equations and Structural Equations.

At first, this approach was known as JKW model, but then it changed to Linear Structu-

ral Relationship model (LISREL) with the development of the first software, LISREL (JORES-

KOG; SORBOM, 1986). The development of LISREL helped make these models so popular

that the terms Structural Equation Model and LISREL are considered synonymous by many

authors. In addition to LISREL, other statistical software programs also stand out, such as Proc

Calis and Proc Tcalis, by SAS, AMOS by SPSS, and SEM pack by R.

Regarding the usual estimation techniques, the works of Lawley (1940), Anderson, Ru-

bin et al. (1956), and Jöreskog (1969) also stand out because they helped define tests of hy-

potheses to be used in the SEM model. Johnson e Creech (1983) and Muthén e Kaplan (1985)

suggested analyses to be run when there are categoric variables in the model. In econome-

trics, the property of structural equation estimators with observed variables was established,

for instance, by Goldberger et al. (1964). In psychometrics, Bock e Bargmann (1966) develo-

ped an analysis of covariance structure to estimate the variance of latent variables. Jöreskog

(1970) proposed maximum likelihood estimators based on multinormal distributions of obser-

ved variables. Jöreskog e Goldberger (1972) and Browne (1974) proposed general least square
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estimators for better flexibility in the applications. Bentler (1983) suggested estimators to treat

products of moments of observed variables.

To sum up, SEM is a consequence of the evolution of three components that are present

in the general model: They are the path analysis, the conceptual synthesis of latent variables

and measurement models, and the estimation procedures (BOLLEN, 1989). According to Hair

et al. (2009), all these components are unified by the main elements of SEM, which are:

Latent variables or constructs: hypothetical or theoretical variables that cannot be

directly measured, but that can be represented by other indicators, composed by the items in

the scale or by the researcher’s observation, which, together, will provide a reasonably precise

measurement of the attitude. Example: quality, beauty, satisfaction.

Observed variables: variables directly measured or observed which are used to me-

asure the latent variable. They are used as indicators of the attitude to be measured. The

researcher should use several indicators for each latent variable to obtain a more comprehensive

and trustworthy understanding of the construct. Example: temperature, weight, height.

Exogenous variables: variables that are not affected by other variables in the model,

and act only as a cause of effects on other variables in the theoretical model. They are also

known as independent or predictors.

Endogenous variables: variables that are influenced by other variables in the model.

The researcher will be able to differentiate which independent variables predict each variable

dependent, based on the theory and on their own experience. They are also known as dependent

variables.

The general structural equation model consists of two sub-models: the structural model,

which determines the cause-effect relationships between latent variables and show the effects

and the total non-explained variance; and the measurement model, which explains how latent

variables are measured as a function of observed variables and describes the measurement pro-

perties (validity and reliability) of these variables (PEREIRA, 2014).

Contrary to other multivariate methodologies, SEM is a technique based on theoretical

concepts and is proper for confirmatory analyses in which the researcher’s knowledge is deci-

sive in almost every step. Therefore, to be applied with the collected dataset, the researcher’s

experience is used, since it determines which causal relationship should be applied to the data.

This makes it possible to confirm hypotheses, but it also represents a limitation, because

the choice of variables and causal relationships made by the researcher influence the predictive



16

structure of the model. Therefore, the entire model construction should be strongly grounded

on theoretical elements.

These models provide plenty of advantages, such as the possibility to analyze several

relationships at the same time; to work with latent variables; to model mediator and moderator

variables; to model terms of error; to test models with many equations altogether, among others

(XIAO et al., 2013).

Thanks to their power of analysis, this methodology may be applied in problem analy-

sis in several areas of knowledge, such as the study of Pilati e Laros (2007) , who discussed

the conceptions and applications of structural equation models to producing knowledge in Psy-

chology and related areas. Silva et al. (2018) who used structural equation modeling to assess

the effect of mediating satisfaction on the relationship between organizational culture and com-

mitment to work. Ribeiro et al. (2019) proposed a conceptual model using structural equation

modeling to analyze the influence of physical and psychological violence against pregnant wo-

men and of depression symptoms during pregnancy on post-partum depression. Castro et al.

(2020) developed a conceptual model and explored the direct and indirect associations between

sociodemographic factors, health, work, social interactions, and the participation in paid jobs of

men and women in a representative sample of the national population aged 50 or older. Tavares

et al. (2021) used structural equation modeling to assess functional incapacity and its associated

factors among the elderly.

2.1.1 Model specification

Model specification is the first step in structural equation modeling. It includes the use of

all theory, research, relevant information available to develop a theoretical model. In this step,

the available information is used to decide which variables should be included in the theoretical

model and how these variables are related.

Therefore, one must determine which observed variables and which constructs, as well

as their function in the model (exogenous or endogenous variables), which causal relationships

exist among the constructs and/or which observed variables should be included or excluded,

which (non-causal) associations should be included in or omitted from the model, and which

errors or residues should be correlated (MARÔCO, 2010).
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All structural relationships between the variables will be represented by a path diagram,

which is a graph used to make it easier to understand and visualize the cause-effect relationships

between the variables (observed and latent) in the SEM model under analysis.

A path diagram consists of a set of geometric forms and arrows used to evidence the type

of variable (observed or latent) and the type of relationship they have. In general, latent varia-

bles are represented by ellipses, observed variables by rectangles and their causal relationships

(all linear) are represented by arrows. In Figure 2.1 are the conventions used to represent the

relationships between variables.

Figure 2.1 – Basic elements used to build a path diagr.

Source: Amorim et al. (2012).
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Explanatory relationships between variables are represented by unidirectional arrows.

Each of these arrows may be described as a linear regression. According to Hox e Bechger

(1998), these relationships may also be understood as factor loadings if they are relative to

the confirmatory factor analysis of measurements instruments. Curve arrows and bidirectional

arrows represent correlation or covariance between the variables (PILATI; LAROS, 2007).

Based on these definitions it is possible to build a path diagram to organize all the sup-

posed relationships in SEM (to which values will be fixed, or parameters will be adjusted, so

called effects). These effects are also represented in the model as the Greek letters added to the

indexes. All relationship supposed by the model must be represented in the diagram, even if

their adjustment indicates a zero estimation to the corresponding parameter. If a relationship is

not specified, it suggests that it is worth zero, for example, that two variables are not correlated.

Therefore, the structural equation model is completely determined by the path diagram,

from which it is possible to specify the model mathematically. To better illustrate the concept

of a path diagram, refer to the diagram below.

Figure 2.2 – Example of a path diagram.

Source: The author.
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In Figure 2.2, the following structure is observed Variables ξ1, ξ2, η1 and η2 are latent;

variables x1, x2, x3, x4, x5 and y1, y2, y3, y4 are observed; variables δ1, δ2, ε1, ε2, ε3, ε4 and

ζ1, ζ2 are error variables; variable ξ1 is caused by x1, x2 and x3 and ξ2 is caused by x4 and

x5; variables ξ1 e ξ2 cause η1 and η2; variable η1 causes y1, y2 e y3 and η2 causes y3 and y4;

variables ξ1 and ξ2, x1 and x2, x2 and x3, x4 and x5 are correlated, as well as y1 and y2, y3 and

y4.

2.1.1.1 Direct, indirect, and total effects

Based on the path diagram in Figure 2.2., it is possible to observe that a variable may

influence another either directly or by means of another variable. This existing influence among

variables is called effect. There are three types of effects in a path diagram: direct, indirect, and

total.

According to Bollen (1989), a direct effect is the influence of a given variable on another,

without the interference of any other variable. An indirect effect is defined as a variable that

influences another by means of at least another variable. The total effect is determined by

summing the direct effect and all indirect effects.

Bollen (1989) points out that this effect is related to the structure of the model under

consideration, that is, if a new structural model is adjusted by altering, for example, the structure

of correlations or the set of covariables, the effects are re-estimated.

Using the path diagram in Figure 2.2., we may observe, for example, that:

a) The direct effect of ξ1 on η1 is γ11, the indirect effect of ξ1 on η1 is φ12γ12 + γ21β12, and the

total effect is γ11 + φ12γ12 + γ21β12;

b) The direct effect of ξ1 on η2 is γ21, the indirect effect ξ1 on η2 is φ12γ22, and the total effect

is γ21 + φ12γ22;

c) The direct effect of ξ2 on η1 is γ12, the indirect effect of ξ2 on η1 is φ12γ11+γ22β12, and the

total effect is γ12 + φ12γ11+γ22β12;

d) The direct effect of ξ2 on η2 is γ22, o efeito indireto ξ2 on η2 is φ12γ21, the indirect effect of

γ22 + φ12γ21.
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2.1.1.2 Reflective indicators and formative indicators

During model development, when there is a causal relationship between a latent variable

and an observed variable, the latter is considered an indicator of the former. There are two types

of indicators: reflective indicators and formative indicators (BISTAFFA, 2010).

In a reflective model, the observed variable is caused by the latent variable, that is,

changes in the construct cause changes in the indicators. In this case, the observed variable is

named reflective indicator for that construct. Example: “Grade obtained in a test” is an effect

of the latent variable “Acquired knowledge” (PEREIRA, 2014).

Regarding a formative model, the indicator causes the construct, that is, variations in the

indicators cause changes in the construct to which they are linked. Then, the observed variable

is called formative indicator. Example: “Number of hours dedicated to studying” causes the

latent variable “Study habits” (PEREIRA, 2014).

Most models have reflective indicators for the constructs. However, depending on their

interpretation, in some cases, it would make more sense for them to be formative (BOLLEN,

1989). When specifying a SEM model, considering an indicator as formative or reflective may

completely alter the result of the adjustment, and even influence the effects of other variables.

In Figure 2.3 are two path diagrams: one involving reflective indicators, and another involving

formative indicators.

Figure 2.3 – Reflective (a) indicators and Formative (b) indicators.

Source: Adapted from Brei e Neto (2006).
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2.1.2 Structural model formulation

The complete structural equation model consists of a system of structural equations

formed by the structural model and the measurement model. According to Bollen (1989), the

equation of a structural model can be represented as:

ηηη === BBBηηη +++ΓΓΓξξξ +++ζζζ . (2.1)

in which ηηηmx1 is a vector of endogenous latent variables, ξξξ nx1 is a vector of exogenous la-

tent variables, BBBmxm is a matrix of coefficients that relates m endogenous latent variables to

one another, ΓΓΓmxn is a matrix of coefficients that relates n exogenous latent variables with m

endogenous latent variables and ζζζ mx1 is an error vector of structural equations.

Equation (2.1) can be rewritten as follows:

(((III−−−BBB)))ηηη === ΓΓΓξξξ +++ζζζ . (2.2)

assuming that (I – B) is not singular, then its inverse form exists. Otherwise, system (2.2) would

either not have a solution, or have infinite solutions, which is not of interest. Therefore, equation

(2.1) is given by:

ηηη === (((III−−−BBB)))−1(((ΓΓΓξξξ +++ζζζ ))). (2.3)

From equation (2.1), the structural model equation has the following matrixial form:
η1
...

ηm

=


0 · · · β1m
... . . . ...

βm1 · · · 0

 x


η1
...

ηm

 +


γ11 · · · γ1n
... . . . ...

γm1 · · · γmn

 x


ξ1
...

ξn

 +


ζ1
...

ζm

.

To complete the mathematical representation of the model, it is necessary to make a

few suppositions about the parameters and define their correlation structure. Thus, suppose the

expectation for the error vector and the latent variables is zero E(ζ ) = 0, E(η) = 0, E(ξ ) = 0

and ζ is not correlated to ξ , being the covariance matrix of ξ given by Φ(n×n) = E (ξ ξ ′) and

the matrix of ζ given by Ψ(m×m) = E (ζ ζ ′).
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Regarding the measurement model, Bollen (1989) suggests that it may be represented

by a set of equations, specified in terms of the exogenous variables or the endogenous variables,

respectively, as follows:

xxx === ΛΛΛxξξξ +++δδδ . (2.4)

yyy === ΛΛΛyηηη +++ εεε. (2.5)

in which xxxqx1 is a vector with q observed variables which indicate n exogenous latent variables,

yyypx1 is a vector with p observed variables which indicate m endogenous latent variables, δδδ qx1

is a vector of mensuration errors for x, εεε px1 is a vector of mensuration errors for y, ΛΛΛx(qxn) is

a matrix of regression coefficients which relates n exogenous latent variables with each of the

q indicators and ΛΛΛy(pxm) is a matrix of regression coefficients which relates the m endogenous

latent variables with each of the p indicators.

In its matrixial form, the equation for the measurement model specified in terms of the exoge-

nous variables is represented by:


x1
...

xq

=


λ11x · · · λ1nx

... . . . ...

λq1x · · · λqnx




ξ1
...

ξn

 +


δ1
...

δq

.

In its matrixial form, the equation for the measurement model specified in terms of the endoge-

nous variables is represented by:


y1
...

yp

=


λ11y · · · λ1my

... . . . ...

λp1y · · · λpmy




η1
...

ηm

 +


ε1
...

εp

.

We maintained the model suppositions that the expectations for the error vectors and the

latent variables are equal to zero E(ε)= 0, E(δ )= 0, E(ξ )= 0, E(η)= 0, ε is not correlated with

δ , ξ and η , δ is not correlated with ε , ξ and η , and the covariance matrix of ε is given by

Θe(p×p) = E (εε ′) and the covariance matrix of δ is given by Θδ (q×q) = E (δδ ′).
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Considering the path diagram, as an example for Figure 2.2:

The structural model equations are given by:

η1 = β12η2 + γ11ξ1 + γ12ξ2 +ζ1

η2 = γ21ξ1 + γ22ξ2 +ζ2.
(2.6)

Their matrixial form is:

 η1

η2

=

 0 β12

0 0

 0

η2

+
 γ11 γ12

γ21 γ22

 ξ1

ξ2

 +

 ζ1

ζ2

. (2.7)

The measurement model equations are given by:

ξ1 = λ11xx1 +λ12xx2 +λ13xx3 +δ1

ξ2 = λ24xx4 +λ25xx5 +δ2.
(2.8)

Their matrixial form is:

 ξ1

ξ2

=

 λ11x λ12x λ13x 0 0

0 0 0 λ24x λ25x




x1

x2

x3

x4

x5


+

 δ1

δ2

 . (2.9)

The measurement model equations are given by:

y1 = λ11yη1 + ε1 y2 = λ21yη1 + ε2

y3 = λ31yη1 +λ32yη2 + ε3 y4 = λ42yη2 + ε4.
(2.10)

Their matrixial form is:


y1

y2

y3

y4

=


λ11y 0

λ21y 0

λ31y λ32y

0 λ42y


 η1

η2

+


ε1

ε2

ε3

ε4

 . (2.11)
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2.1.2.1 Model identification

Before estimating the structural equation model, it is necessary to determine whether

they are identifiable. Identification aims at demonstrating that the unknown parameters of the

model are only functions of identifiable parameters and that these functions have a single solu-

tion, that is, they are not improper or undefined. Therefore, if the parameters of the model are

not identifiable, they cannot be estimated.

The identifiability of a structural model usually occurs when the number of elements in

the covariance matrix among the observed variables (Σ) is larger than or equal to the number of

parameters to be estimated (KLINE, 2004).

Should the parameter be only a function of parameters that can be estimated, and this

function present a single solution, then, the parameters is identified. If all parameters in the mo-

del are identified, then the model is identified. Should there be multiple solutions, the parameter

is considered underidentified. Should there be excessive information to estimate a parameter,

then, it is considered overidentified. If at least one parameters in the model is overidentified,

the whole model is considered overidentified (PEREIRA, 2014).

In the literature, there are certain rules that check whether a model can be considered

identified. In this study, rule t was used.

Rule t

Rule t establishes that, so a model may be identified, the number of unknown parameters

must be less than or equal to the number of elements in the variance-covariance matrix of the

observed variables, that is,

t ≤ (p+q)(p+q+1)
2

, (2.12)

in which t is the number of unknown parameters in the model; p is the number of observed

variables of η
′
s; q is the number of observed variables of ξ

′
s (BOLLEN; DAVIS, 2009).
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2.1.2.2 Model estimation

SEM aims at reproducing the populational covariance matrix by means of sample cova-

riances associated to the imposition of parameters determined by the researcher. Therefore, to

estimate the parameters of a structural equation model, one assumes the fundamental hypothesis

Σ = Σ(θ), in which Σ is the populational covariance model of x and y and Σ(θ) is the covariance

matrix written as a function of the model parameters, given by:

Σ(θ) =

Λy(I−B)−1 (ΓΦΓ′+Ψ)(I−B′)−1
Λ′y +Θε Λy(I−B)−1ΓΦΛ′x

ΛxΦΓ′ (I−B′)−1
Λ′y ΛxΦΛ′x +Θδ

 . (2.13)

Because the populational covariance matrix of the observed variables is unknown, the

sample covariance matrix, resulting from the equation system Σ̂ = Σ(θ̂), is used (BOLLEN,

1989).

With these specifications and based on the path diagram, usual estimation methods are

adapted, including least squares, maximum likelihood, ridge estimation. Next, we present a

synthesis of the methods used in this study to adjust the regressions that form the structural

models.

2.1.2.3 Considerations on error specifications and interpretation

The formalization of indexes that validate constructs, since it considers error variance,

may reveal different interpretations, due to the nature of the variable to be observed or latent, as

well as the exogenous or endogenous classification.

In this sense, reference is made to the review described by Gosling e Gonçalves (2003),

in which they mention that the errors are exogenous variables, therefore, their variances are pa-

rameters to be estimated. The authors also suggest that the estimation of each parameter, given

as error variance, may be interpreted as relative information, somehow described in indexes that

quantify the variability concentrated on the associated endogenous variable, due to the absence

of other influences (arrows) from other variables in the model.

Hair et al. (2006) explains that every exogenous variable in the model (whether observa-

ble, or latent) will have a variance which will be defined as parameter of the model. Endogenous

variables also have variances, but they are not parameters. The variances of endogenous varia-

bles are estimated by the other variables and influences in the model, that is, the variance of any
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endogenous variable may be algebraically expressed as a function of the variance of exogenous

variables, including the errors and parameters associated with the linear influences in the model.

Chou e Bentler (1995) consider that the parameters of the model to be estimated from

the data are regression coefficients and the variances and covariances of independent varia-

bles.MacCallum et al. (1995) also explains that any directional effect specified in the model is

another category of parameters. Such directional effects include the effects of latent variables

on other latent variables.

Given this brief discussion, we understand that the research on indices that provide more

accuracy in the validation of constructs is still a wide field of research, which begs for new

methods on different suppositions to be incorporated into the specification of constructs, thus

providing analytical and interpretable results for the researcher who uses the structural model

equation approach.

2.2 Concepts and preliminary definitions of robust inference

Robust statistics may be described as a generalization of the traditional statistics, which

considers the possibility of incorrect specifications in the model and in the distribution of the

data under analysis (DAMIÃO, 2007).

2.2.1 Breakdown point

There are estimators which can deal with data containing a certain number of outliers.

To formalize this aspect, the concept of breakdown point was elaborated.

The breakdown point of an estimator was asymptotically defined by Hampel (1971).

However, Rousseeuw e Leroy (1987) approach a version for finite samples, adapted by Donoho

e Huber (1983). The authors present an idea of breakdown point as the largest proportion of

data contaminated by outliers that an estimator could stand and still provide good estimations.

Consider a dataset, Z =
{(

x11,x12, . . . ,x1p,y1
)
, . . . ,(xn1,xn2, . . . ,xnp,yn)

}
, which relate

to each other according to a regression model. Consider T a regression estimator, so that if we

apply T to sample Z, we produce a vector of regression coefficients θ̂ , that is, T (Z) = θ̂ , in

which θ̂ = (θ1, . . . ,θp).

Now, consider all possible contaminated samples Z
′
, which are obtained by replacing

any m
′

observations from the original dataset with outliers. Then, the contamination ratio is
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given by ε =
m
′

n
. We will call b(m

′
;T,Z) the maximum bias that may be caused by any conta-

mination ε and that is defined by:

b
(

m
′
;T,Z

)
= sup

ZZZ
′

∥∥∥T
(

ZZZ
′
)
−T (ZZZ)

∥∥∥ , (2.14)

in which the supreme is calculated in relation to all possible sets Z
′

resulting from the replace-

ment of m
′
observations in the data set Z.

If b(m
′
;T,Z) is infinite, then the m

′
outliers may produce an arbitrarily large effect on

T , and a “breakdown” may occur for some of them. Thus, the breakdown point of estimator T

is given by:

ε
∗
n (T,Z) = min

{
m
′

n
;b(m

′
;T,Z) = ∞

}
, (2.15)

that is, it is the lowest contamination ratio that may cause estimator T to assume values arbitra-

rily distant from T (Z).

Considering a finite sample Z, for example, for a sample average, we notice that a sin-

gle outlier may strongly affect the estimation of least squares, because if a single observation

assumes a value that tends to infinity, then the sample average will also tend to infinity. Thus,

the breakdown point of this estimator is given by:

ε
∗
n (X̄ ,Z) =

1
n

e lim
n→∞

1
n
= 0.

Therefore, it is possible to affirm that the method of least squares has a breakdown point

of 0%, that is, a single outlier is enough to affect estimator T .

2.2.2 Elementary sets

The resampling algorithm of elementary sets was proposed by Theil (1950). The author

introduced this algorithm as a computational method to calculate estimators with high a break-

down point, in which the exact solution of a goal function is computationally complex (MA-

CHADO, 1997).

The resampling algorithm consists of removing, but not replacing, all possible subsets

(subsamples) of k size from a data set. These subsets should have the minimum size enough to
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make it possible for the parameters of the model to be estimated (MACHADO, 1997; CHAGAS,

2011).

Consider the data set Zn×(k+p) = (Xn×kYn×p) whose elements relate to each other fol-

lowing a multivariate regression model. Matrix Z as follows:

Z =

 XJ YJ

Xn−J Yn−J

 . (2.16)

in which YJ and XJ are, respectively, the submatrix of size kxp of the response variable and the

complete submatrix kxk of the predicting variables, related to the observations of this set.

Consider S = {{1, . . . ,k}, . . . ,{ j1, . . . , jk} , . . . ,{(n− k+ p), . . . ,n}} the set of all possi-

ble subsets of indices we may obtain with n and k fixated, in which J = { j1, . . . , jk} is a subset

of indices with k observations of the original data.

Each subset ZJ =
(

XJ YJ

)
, J ⊂ S, in which

ZJ =


XJ11 · · · XJ1k YJ11 · · · YJ1 p

... . . . ...
... . . . ...

XJk1 · · · XJkk YJk1 · · · YJkp

 . (2.17)

is named an elementary set.

Considering the elementary regression as the adjustment of regression of YJ , as a func-

tion of XJ , the estimator of this type of regression is given by

β̂J =
(
X ′JXJ

)−1 X ′JYJ. (2.18)

Based on the estimation method used, the algorithm calculates the predicted elementary

residues for each elementary set ZJ , and chooses, as final estimator of the regression coefficients,

vector β̂J , whose predicted elementary residues minimize the goal function (MACHADO, 1997;

CHAGAS, 2011).

2.2.3 Estimator of Least Trimmed of Squares (LTS)

The regression of least trimmed of squares (LTS) is a highly robust method to adjust a

linear regression model. Furthermore, it is an alternative to the traditional techniques of least
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squares when the error distributions do not meet the conditions of normality (that is, the errors

do not fit a normal distribution) or when the data have significant outliers (JUNIOR et al., 2003).

Estimation β̂LT S minimizes the sum of the h lowest square residues.

min
β̂ββ

h

∑
i=1

(ε2)i:n. (2.19)

in which
{

ε2}
1:n 6 . . .6

{
ε2}

n:n are the ordinated square residues.

The cutoff constant is h, n
2 < h ≤ n, in which h

n is the ratio of observations used by

the LTS estimator. This ratio determines the breakdown point of LTS, since definition (2.19)

implies that n− h observations with the largest residues do not affect the estimator directly

(ČÍŽEK, 2013).

The maximum breakdown point is asymptotically equal to 1
2 (or 50%) for h = n

2 +
p+1

2 ,

in which p represents the total number of parameters. As for h = n, the maximum breakdown

point is asymptotically equal to 0, which corresponds to the least square estimator. Quantity h

may also depend on a cutoff proportion α , for example, h = [n(1−α)]+1 or h = [n(1−α)]+

[α(p+ 1)]. Thus, the breakdown point will be approximately equal to α . If α tends to 50%,

we have the estimator of least trimmed of squares, whereas if α tends to 0%, then we have the

estimator of least squares (ROUSSEEUW; LEROY, 1987).

The LTS estimator has as good properties as a robust estimator. The LTS is equivariant,

that is, it is an estimator that correctly transforms its estimators in accordance with the changes

made in the observations (ROUSSEEUW; LEROY, 1987). The LTS meets the three properties

below:

a) Estimator T is an equivariant of Regression if:

T ((xi;yi + xiv); i = 1, ...,n) = T ((xi;yi); i = 1, ...,n)+ v, in which v is any vector, xi are

explanatory variables and yi are response variables.

b) Estimator T is an equivariant of Scale if: T ((xi;cyi; i = 1, ...,n)= cT ((xi;yi); i = 1, ...,n),

c is a constant.

c) Estimator T is an Affine Equivariant if T ((xiA;yi; i = 1, ...,n)=A−1T ((xi;yi); i = 1, ...,n)

A is a non-singular square matrix.

LTS reaches the usual consistency
√

n, that is, LTS converges faster than other robust es-

timators and displays under normality the asymptotic relative efficiency of 8% (ČÍŽEK, 2013).
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The main deficiency of LTS is that its computational complexity is far less understood than that

of other robust estimators. The most practical approach might then be heuristics by Rousseeuw

e Driessen (2006).

2.2.4 Adaptive estimator

In practical situations, to a given data set, it is often unclear whether the distribution of

error is normal. Thus, the choice between ordinary least squares (OLS) and robust estimators

remains subjective for the researcher, and the efficiency of the estimator may depend a lot on

that choice. In general, the issue of parameter estimation when the errors are not normal is

deeply studied, and several authors have suggested countless alternatives.

Arnab e Michael (2008) cite robust regression methods as the procedures of regression

Lp. Thus, choosing p has become a very important matter. Sposito (1990) proposed the choice

of p based on the kurtosis coefficient, k, of the error distribution.

According to Arnab e Michael (2008), Sposito (1990) imposes the choice of a single

estimator based on the estimated kurtosis. For slightly simple distributions, this may not repre-

sent a serious problem, but for heavy error distributions, that is not the same. To remedy the

effect of the performance of a kurtosis sample estimator, one must combine the estimators, as

weighted mean, instead of considering a single estimator.

Based on this, Arnab e Michael (2008) proposed an estimator which is simply a linear

combination of β̂OLS and the robust estimator. Thus, the estimator maintains the efficiency of the

robust estimator in the presence of outliers or heavy-tailed error distributions but does not lose

much efficiency when the conditions of the estimator of ordinary least squares are truly meet.

Considering the robust estimator LTS, the estimator known as adaptive weighted estimator may

be represented by the following equation:

β̂ADP = wkβ̂OLS +(1−wk)β̂LT S. (2.20)

in which, weight wk must be chosen so it may express the nature of the error distribution.

In addition, more weight should be given to OLS for light-tailed distributions, whereas, for

heavy-tailed distributions, LTS should have more weight. To assess the nature of the error

distribution, the residues of OLS and of the LTS robust estimator are used, and the sample

kurtosis is analyzed. Kurtosis is estimated by the average kurtosis of two sets of residues:
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k = { kurtosis (OLS residue) + kurtosis (LTS residue) }/2. (2.21)

In this work, the kurtosis measurement was defined as the ratio between the fourth cen-

tral moment and the square of the second central moment (CASELLA; BERGER, 2011).

µ4

µ2
=

E(X−E(X))4

[E(X−E(X))2]2
. (2.22)

Thus, weight wk is chosen from the data and may be represented by

wk =

 1 se k ≤ 3

3/k se k > 3
.

 (2.23)

Moreover, this estimator is directly implemented because only OLS and LTS should be

executed. The method is general and easy to use, which makes it effective for a wide range of

error distributions.

2.2.5 Validity

Validity refers to an instrument measuring exactly what has been proposed, that is, va-

lidity assesses, in measurement equations, whether a given indicator is really a measure of

whatever is proposed (ROBERTS; PRIEST, 2006; MOKKINK et al., 2010).

Construct Validity: construct validity refers to how much an indicator truly reflects the

latent construct it measures, that is, it is the extension in which a set of variables truly represents

the construct to be measured (HAIR et al., 2009).

This sort of validity is hardly obtained with a single study. Generally, several research

studies are done about the theory of the construct to be measured (MARTINS, 2006). Therefore,

the more evidence, the more valid the interpretation of results is.

To confirm the validity of a construct, two types of validity are used: convergent validity

and discriminating validity.

Convergent validity: convergent validity corresponds to the level at which the indi-

cators assigned to measure a given construct are related and convergent. Thus, convergent

validity is understood to exist when two different measurements of the same construct confirm

the expectation of them being strongly related to each other, that is, there is a high correlation

coefficient between both measurements (COSTA, 2011).
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To assess the convergent validity, the factor loadings could be assessed. High factor

loadings are an indication that they converge onto a common spot, that is, there is convergent

validity. The literature states that the factor loadings should be at least 0.5, and ideally higher

than that (HAIR et al., 2009). Furthermore, the criterium proposed by Fornell e Larcker (1981),

which indicates convergent validation when the Average Variance Extracted is higher than 50%,

is used.

The Average Variance Extracted represents the average proportion of the variance of the

indicators explained by the latent variable (VALENTINI; BRUNO, 2017).

To calculate this index, Hair et al. (2009) proposes the following equation:

AV E =
∑(λ 2)

∑(λ 2)+∑(var(ε))
. (2.24)

in which AV E is the average variance extracted; λ 2 represents the squared factor loadings; the-

refore ∑(λ 2) means the sum of squared factor loadings, and ∑(var(ε)) is the sum of variances.

To calculate AVE,Valentini e Bruno (2017) suggest that standard factor loadings should

be used. Thus, the AVE index may also be understood simply as the mean of the standard

squared factor loadings. Considering that λ 2 + ε = 1, if the standard factor loadings are used,

the denominator of equation (2.24) will be multiplied by the number of indicators. Therefore,

only when considering the standard factor loadings can the denominator of equation (2.24) be

replaced with the number of indicators, and the equation be simplified as follows:

AV E =
∑(λ 2

p)

p
. (2.25)

in which, λ 2
p represents the squared standard factor loading and p represents the number of

indicators.

Discriminating validity: discriminating validity is the level at which a construct differs

from the others (HAIR et al., 2009). It tests the hypothesis that the measurement under study is

not improperly related to different constructs, that is, with variables from which it should differ

(POLIT, 2015).

The main way to assess the discriminating validity is by comparing the squared roots of

the AVE values of each construct with the correlation values between the latent constructs. A

discriminating validity will occur if the latent variables are lower than the AVE squared roots

(HAIR et al., 2009).
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2.3 Exploratory factor analysis

The exploratory factor analysis (EFA) is a statistical method used to identify subjacent

relationships among observed variables (RUOTOISTENMÄKI; SEPPÄLÄ, 2007). According

to Joseph et al. (2005) by investigating the correlation structure in a set of observed variables,

EFA determines the factor(s) that best explains their covariance. Thus, the observed variables

belong to the same factor if, and when they share a variance, that is, if they are influenced by

the same subjacent construct (BROWN, 2015).

The mathematical model is given by:

xi = λi1ξ1 +λi2ξ2 + ...+λinξn +δi, i = 1,2, ...,q,n,q ∈ N,n≤ q. (2.26)

in which x1,x2, ...,xq are observed variables (or indicators); ξ1,ξ2, ...ξq are common fac-

tors (or latent variables); λi j is the estimated coefficient, named factor loading, which represents

the correlation between the observed variables and the common factors. Since the observed va-

riables and the common factors are standard variables, the matrix of correlative coefficients is

the same as the covariance matrix and δi is the term of error (FABRIGAR et al., 1999; WANG

et al., 2015).

EFA is generally used in the initial phases of a research study to explore data. The ex-

ploratory analysis should occur when the researcher has little or no knowledge about the latent

structure behind the set of observed variables in the research. In other words, it should occur

when there is no prior empirical study or when the theory supporting the phenomenon is initial

in that no one knows beforehand how many dimensions may result from it, nor the construct

composition. Thus, the exploratory use makes it possible to understand the latent structure and,

therefore, the phenomenon (JORESKOG, 2007; PASQUALI, 2012; BIDO; MANTOVANI;

COHEN, 2018).

When running EFA, several decisions must be made to obtain an adequate factor struc-

ture (COSTELLO; OSBORNE, 2005). Because the results obtained during the EFA are stron-

gly dependent on the decisions made by the researcher, the technique is highly likely to provide

wrong and/or unreliable results (PATIL et al., 2008)). Therefore, all decisions made during an

EFA must be based on clear, methodological, and theoretical criteria, seeking to obtain adequate

factor models (DAMÁSIO, 2012).
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After the initial data exploration and verification that the database is adequate, the explo-

ratory factor analysis should be run. First, it is necessary to find the number of factors that best

represent the correlation pattern between the variables. An optimal solution would be finding

the minimum number of factors that maximize the total explained variance (FILHO; JÚNIOR,

2010). However, there is not only one criterion to determine the number of factors. The main

methods found in the literature are eigenvalue, Scree test, and accumulated variance percentage

(MATOS; RODRIGUES, 2019).

After defining the number of factors in the model, the next step is to decide which

technique will be used to calculate the factor loadings. There are various techniques to extract

the factors, such as principal components, principal factors, maximum likelihood, ordinary least

squares, general least squares (MATOS; RODRIGUES, 2019).

After extracting the factors, it is possible use the factor loadings to calculate how well

the variables adapt to the factors (MATOS; RODRIGUES, 2019). In this sense, the technique

of factor rotation is used to maximize high charges between the factors and the variables, and

minimize low charges, thus obtaining a better distinction among the factors and making the

empirical result more easily interpretable (TABACHNICK; FIDELL, 2007).

According to Field (2009), the rotation choice will depend on whether there is good

theoretical reason to suppose the factors are related or independent. There are two types of

factor rotation:

• Orthogonal factor rotation: each factor is independent (orthogonal) in relation to the

others, that is, there is no correlation between the factors.

• Oblique factor rotation: is calculated so that the extracted factors are correlated (JOSEPH

et al., 2005).

These methods differ on how factors are rotated and produce different results. Regar-

ding the available options for each of these types of rotation, software R has four methods of

orthogonal rotation (varimax, quartimax, BentlerT, and geominT). Varimax method is the most

used one (FIELD; MILES; FIELD, 2012). This method seeks to minimize the number of varia-

bles that have high loadings in each factor, which result in groups of more interpretable factors.

Software R also has five methods of oblique rotation (oblimin, promax, simplimax, BentlerQ,

and geominQ). Promax is the fastest method developed for large databases and one of the most

important methods of oblique rotation (MATOS; RODRIGUES, 2019). Promax is the method
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which eliminates the assumption that the factors are independent, thus allowing them to rotate

freely and have their interpretation simplified (HAIR et al., 2006).

The final step of EFA consists of examining how the variables group, naming the fac-

tors, and theoretically justifying how variables and factors relate to each other. All variables

belonging to a given factor should be examined, especially those with higher loadings, and the

factor that provides the most adequate reflection for the set of variables belonging to it should

be named.

It is worth pointing out that the researcher should always be based on a theory and/or

prior research because, even though this is an exploratory technique, there should always be

some sort of hypothesis about the group of variables.

2.4 Synthesis of opinions given by panel members on published papers

After the valuable arguments and contributions given at the end of this work, the main

points were specifically related to creating and naming an index with the acronym AVE, which

reflects an average of the error variances extracted by the construct.

As requested, the use of this name was widely considered, therefore, we were motivated

to insert in the introduction its use in relation to an approach via plug-in estimation. Another

issue was related to the different interpretations on error variance in the literature, upon the spe-

cification of the nature of the variables (observed or latent), which are classified as exogenous

or latent. In a practical scenario, there is some controversy using the conventional AVE index.

In this sense, we added Section 2.1.2.3, which allows the researcher to pay attention

to the treatment of error variance when elaborating the index; however, in the approach used

to publish the papers, the AVE index was considered formalized as a function of the factor

loadings, due to the relationship of a plug-in adaptation.

Particularly regarding the second paper, which covers the application of Adaptive AVE

index to real data, we agree that the most adequate name for the constructs would be given

by expressing feelings that were supposedly explained by the empirical method. Therefore, it

makes more sense naming the constructs that explain the transition between specialty coffee

consumers, defined by regularity, enthusiasm, and expertise.

Moreover, still on this paper, we were asked in which situation outliers are likely to

appear. Given that, we register in this opinion, that outliers are caused simply by divergent

observations, and they may be represented by a set of scores lower than the higher responses, for
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example, in a likert scale, score 1 diverges from scores 4 and 5, considering the transformation

onto a continuous scale of 0-1.

We followed a rigorous writing style, standardizing notes in the entire theoretical back-

ground, to minimize possible misunderstandings by other readers and researchers who may

have access to this dissertation.

Lastly, we would like to show our gratitude for the debate on the papers and the discus-

sion on the theoretical background, which provided us with valuable viewpoints regarding the

analysis of structural equation models.
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Statistics Department, Federal University of Lavras, Lavras, Brazil

ABSTRACT
A range of indicators, such as the average variance extracted (AVE), is com-
monly used to validate constructs. In statistics, AVE is a measure of the
amount of variance that is captured by a construct in relation to the
amount of variance due to measurement error. These conventional indices
are formed by factor loadings resulting from estimated least squares or
maximum likelihood regressions. Thus, a new proposition that provides
new factor loadings may result in a more informative AVE index.
Consequently, this study consists of the improvement of the index by
using adaptive regressions. A Monte Carlo simulation study was performed
considering different numbers of outliers generated by distributions with
symmetry deviations and excess kurtosis and sample sizes defined as
n¼ 50, 100, and 200. The conclusion was that, in formative structural mod-
els, the adaptive linear regression (ALR) method showed good efficiency
for correctly specified models. The results obtained from the ALR method
for models with specification errors showed low efficiency, as expected.
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1. Introduction

Among the many advantages of the structural equation modeling (SEM) technique, the flexibility
to include latent variables in a covariance structure assumed by a theoretical model that explains
their linear relationships with observed variables stands out.

The inclusion of these variables is important in the composition of a construct, resulting from
a directly unobservable theoretical concept. However, based on an empirical knowledge repre-
sented by the specification of two factorial models that relate the endogenous and exogenous
observed variables to one or more latent variables. These models are defined as measurement
models, in which a structural model defines the relationship between latent variables.

Assuming that a construct is mathematically formed by linear combinations of observed varia-
bles, it is important to analyze the number of variables to be used in its formation. This provides
enough information for a concept to be characterized in its interpretation.

Several indices and coefficients have been proposed to validate the constructs; for example, the
average variance extracted (AVE), which is the average amount of variation that a latent construct
is able to explain in the observed variables to which it is theoretically related.

Of late, the use of this indicator has been increasing in scientific literature. Farrell (2010) dis-
cussed the procedures for establishing discriminant validity and the representation for this type
of validity. In addition, the author presented an example of an inaccurate assessment of
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discriminant validity based on the study of Bove et al. (2009). Niclasen et al. (2013) examined the
factor structure of the Strengths and Difficulties Questionnaire using an analytical approach of
the structural confirmation factor. Henseler, Ringle, and Sarstedt (2015) proposed the heterotrait-
monotrait ratio of correlations based on the multitrait-multimethod matrix. Their method was
compared with the Fornell and Larcker (1981) criterion, based on AVE and its squared correla-
tions, and with the evaluation of (partial) cross loadings to assess discriminant validity. This com-
parison was performed using Monte Carlo simulations. Valentini and Bruno (2016)
problematized the concepts of AVE and compound reliability, refuting Fornell and Larcker
(1981) proposal regarding the use of AVE as an indicator of convergent validity.

Arnab and Michael (2008) propose an adaptive estimator given by a linear combination of the
estimates obtained by both the method of least squares (OLS) and robust (LAD). In the case of
kernel-based estimators, Zhao et al. (2016) use an adaptive estimation procedure with the purpose
of estimating Varying-coefficient models functions, which are extensions of the classic linear
models. However, each coefficient bjð:Þðj ¼ 1, :::, pÞ is estimated by functions and/or smoothers,
which, in certain situations, may show leaps in discontinuity. Thus, an alternative to circumvent
this problem, proposed by the authors, is the use of an adaptive procedure called adaptive jump-
preserving (AJP) that considers nonparametric estimation based on local linear smoothing and
jump-preserving regression techniques.

Regarding the asymptotic properties of the AJP estimator, Zhao and Lin (2019) conduct a
study of asymptotic properties both for Varying-coefficient models and under some mild condi-
tions. The proposed estimators are established not only in the continuous regions of coefficient
functions, but also in the neighborhoods of the jump-preserving points. Simulations and empir-
ical examples have been presented to validate the use of these estimators (Zhao et al. 2017).

Following the motivation provided by the mentioned applications, and aiming at an innov-
ation in the use of new statistical methodologies, this study aimed to improve the index corre-
sponding to the AVE constructed by adaptive regressions, considering that the conventional
indices are formed by factor loadings resulting from estimated least square or maximum likeli-
hood regressions. In this respect, a new proposition that provides new factor loadings could result
in a more informative AVE index. We ought to use adaptive regressions to combine ordinary
least squares estimates with estimates obtained by robust methods in situations that involve the
presence of outliers or heavy-tailed error distributions. The aim is not to lose much efficiency
when the conditions of the ordinary least squares estimator are met.

2. Material and methods

The methodology used in this study considered the theoretical structural equation model illus-
trated in Figure 1.

The topics of this section are structured as follows: 2.1. Definition of the structural equation
model and the parameters used in the simulation process; 2.2. Generation of samples contami-
nated by outliers; 2.3. Regression estimators incorporated in the structural equation model; 2.4.
Adaptive regression estimators and adaptive index for the average variance extracted; 2.5. Average
variance index extracted considering model adjustments with specification errors.

2.1. Definition of the structural equation model and the parameters used in the
simulation process

Following the definition of the structural equation model by Cassel, Hackl, and Westlund (1999)
in the Monte Carlo simulation process, the structural model (Figure 1) is represented by the fol-
lowing equations:
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g1 ¼ b12g2 þ c11n1 þþc12n2 þ f1, (1a)

g2 ¼ c21n1 þ c22n2 þ f2, (1b)

in which b12, cii for i¼ 1, 2 correspond to the regression coefficients and f1 and f2 corresponds
to the structural errors.

The observed variables are defined by xq (q¼ 1, … , 4), so that each equation of the x meas-
urement model is composed by (2), considering dj (j¼ 1, 2) as the measurement error.

n1 ¼ k11xx1 þ k12xx2 þ d1, (2a)

n2 ¼ k23xx3 þ k24xx4 þ d2, (2b)

Regarding the equations of the measurement model for g, the equations are given by

y1 ¼ k11yg1 þ �1, (3a)

y2 ¼ k22yg2 þ �2: (3b)

The assumptions of the structural model were maintained, in which the likelihoods of error
vectors and latent variables are zero, fk and nn (k, n¼ 1, 2) is not correlated, and �i (i¼ 1, 2) is
not correlated with gm (m¼ 1, 2), and nn and dj are not correlated with nn, gm, and �i.

Following the procedure proposed by McDonald and Hartmann (1992), the structural equation
model (Figure 1) was simulated with respect to the relation v¼Avþ u in the matrix form below.

y1
y2
x1
x2
x3
x4
g1
g2
n1
n2

2
666666666666664

3
777777777777775

¼

0 0 0 0 0 0 0:5 0 0 0
0 0 0 0 0 0 0 0:4 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0:2 0:3 0:7
0 0 0 0 0 0 0 0 0:6 0:8
0 0 0:2 �0:2 0 0 0 0 0 0
0 0 0 0 �0:6 0:6 0 0 0 0

2
666666666666664

3
777777777777775

y1
y2
x1
x2
x3
x4
g1
g2
n1
n2

2
666666666666664

3
777777777777775

þ

0:75
0:84
0
0
0
0
f1
f2
0:96
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Figure 1. Theoretical structural equation model used in the Monte simulation.
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where v corresponds to the vector formed by the latent and observed variables. The regression
coefficient matrix with the parametric values assumed in the Monte Carlo simulation is defined
in A. The average error vectors formed by the structural errors are provided by (1), the measure-
ment errors are provided by the submodels in (2), and (3) formed the vector u.

Considering the number of variables defined in v and k¼ pþ q, the number of observed varia-
bles, for which the covariance matrix imposed by the structural model (Figure 1) was completely
specified, the following matrices were defined:

Paxa ¼

1 0:4 0 0 0 0 0 0 0 0
0:4 1 0 0 0 0 0 0 0 0
0 0 1 0:5 0 0 0 0 0 0
0 0 0:5 1 0 0 0 0 0 0
0 0 0 0 1 �0:2 0 0 0 0
0 0 0 0 �0:2 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

2
666666666666664

3
777777777777775

Jkxa ¼ Ik..
.
0

h i
where P represents the covariance matrix of vector u, assuming the parametric values used in the
Monte Carlo simulation. J is a matrix in which the first k columns form the Ik identity matrix.

With these specifications, the covariance matrix parameter imposed by the structural model
was formed using (4).

Rh ¼ J Ia � Að Þ�1P Ia � Að Þ�1
� �t

Jt (4)

After obtaining the covariance matrix (Eq. (4)), multivariate samples were generated in relation
to the structural model (Figure 1), such that the data matrix was generated according to G �
Nkð0,RhÞ: Thus, R̂h was obtained for each Monte Carlo simulation.

2.2. Generation of samples contaminated by outliers

Considering the definitions of the parametric values relevant to the structural and sample covari-
ance matrices specified in the previous section, and arbitrarily assuming l� ¼ 0, the simulation
of samples contaminated with distribution outliers that present symmetry and kurtosis, respect-
ively, were performed using the following distributions, according to Johnson (1987) and Cirillo
and Barroso (2017): Uniform, t-Student, and multivariate log-normal.

The multidimensional random variables derived from these distributions were represented by
G1i,G2i, and G3i ði ¼ 1, :::, nÞ, given an arbitrary mix of probabilities set to: a¼ 0.05 and 0.25,
and sample sizes set to n¼ 50, 100, and 200.

G1i ¼ aNkð0,RhÞ þ ð1� aÞUkði ¼ 1, :::, k ¼ pþ qÞ (5)

such that each component Ui is defined as

Ui ¼ xi

x1 þ � � � þ xkð Þ12
ði ¼ 1, :::, k ¼ pþ qÞ, where xi � Nð0, 1Þ

G2i ¼ aNkð0,RhÞ þ ð1� aÞtkðRh, v ¼ 5Þði ¼ 1, :::, kÞ
(6)

such that v represents the number of degrees of freedom in the t-Student distribution and

G3i ¼ aNkð0,RhÞ þ ð1� aÞWk (7)

where Wk ¼ exp ðZ1Þ, exp ðZ2Þ, :::, exp ðZkÞ½ �, when Zi � Nkð0,RhÞ:

4 P. M. DOS SANTOS AND M. Â. CIRILLO



2.3. Regression estimators incorporated in the structural equation model

The least trimmed squares (LTS) estimators applied in SEM were incorporated considering the
structural model (1) and the measurement models (2) and (3). For each sample size set at n¼ 50,
100, and 200, the estimates were obtained by minimizing Eqs. (8a)–(8c) (Leroy and Rousseeuw
1987). Thus, except for the structural model, each equation of the measurement models was
specified by the index s¼ 1,… , Q, where Q is the total number of equations, considering the
estimates of the parameters of each equation obtained by the least squares method.

min
Xh
r¼1

f2r , :::, f
2
h

( )
, (8a)

min
Xh
r¼1

e2sr, :::, e
2
sh

( )
, s ¼ 1, :::,Q, para Q ¼ 2, (8b)

min
Xh
r¼1

d2sr, :::, d
2
sh

� �( )
, s ¼ 1, :::,Q, para Q ¼ 2: (8c)

2.4. Adaptive regression estimators and adaptive index for the average variance extracted

Considering the estimates of latent variables obtained by ordinary squares b̂OLS and least trimmed

squares b̂LTS, the estimates of the structural equation parameters using adaptive regressions are
given by:

b̂ALRðg1Þ ¼ k1 b̂OLSðg1Þ þ ð1� k2Þb̂LTSðg1Þ, (9a)

b̂ALRðg2Þ ¼ k1 b̂OLSðg2Þ þ ð1� k2Þb̂LTSðg2Þ, (9b)

b̂ALRðn1Þ ¼ k1 b̂OLSðn1Þ þ ð1� k2Þb̂LTSðn1Þ, (9c)

b̂ALRðn2Þ ¼ k1 b̂OLSðn2Þ þ ð1� k2Þb̂LTSðn2Þ: (9d)

In which (k1 and k2), refer to the averages of the kurtosis coefficients, obtained through the
empirical distributions of the factor loads generated in 1000 Monte Carlo realizations, were
referred to the variables of each construct (9a)–(9d), which are estimated respectively by the OLS
and LTS methods.

The attribution of these coefficients as weights to be used in the adaptive regressions is justi-
fied by the maintenance of the assumption of multivariate normality and by the attribution of the
parametric values given in an interval [�1.1]. As a consequence, the average shortness estimate
k1 � 0 will be close to zero, resulting in a mesokurtic distribution.

Possible misrepresentations will be plausible to occur, in the kurtosis estimates, through the degree
of contamination of outliers, specified in a ¼ 0:05 and 0.25. However, it should be noted that given

the breaking point defined by h ¼ ðnþpþ1Þ
2 , where n is the sample size and p is the number of varia-

bles in each regression. As a result, the percentages of mixture of outliers ðaÞ, being lower than the
breaking point h, leads us to state that the estimates of the factorial loads obtained by the LTS
method will be close to the estimates achieved in the OLS method, implying that, k1 is closest to k2 :

The asymptotic behavior of adaptive regressions for all adaptive constructs, whose loads are

represented b̂ALRð:Þ (9a)–(9d), can be understood by considering kALRð:Þ kurtosis defined both by
the ratio of the fourth and second order squared moments Joanes and Gill (1998) adapted to
adaptive estimates, as expressed (10).
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kALRð:Þ ¼
E b̂ALRð:Þ � E b̂ALRð:Þ

� �� �4

E b̂ALRð:Þ � E b̂ALRð:Þ
� �� �2

� 	2 (10)

Therefore, we have the classification defined by (11)

kALRð:Þ ¼
1; se kALRð:Þ � 3
3

kALRð:Þ ; se kALRð:Þ > 3

8><
>: (11)

Rewriting adaptive regressions using the kALRð:Þ coefficient.

b̂ALRð:Þ ¼ kALRð:Þb̂OLSð:Þ þ 1� kALRð:Þð Þb̂LTSð:Þ: (12)

As a conclusion, we pose that kALRð:Þ � 3 then b̂ALRð:Þ ¼ 1b̂OLSð:Þ: Otherwise, b̂ALRð:Þ ¼
b̂LTSð:Þ: In this way, we can state the following results:

kALRð:Þ > ð1� kALRð:ÞÞ ent~ao b̂ALRð:Þ ) b̂OLSð:Þ;

kALRð:Þ < ð1� kALRð:ÞÞ ent~ao b̂ALRð:Þ ) b̂LTSð:Þ:

Following the hypothesis that k2 þ � ¼ 1 for exogenous constructs and k2 þ d ¼ 1 for
endogenous constructs, adaptive regression indices to explain the average variance extracted were
obtained by:

AVEALRðg1Þ ¼
P

b̂
2
ALR

p
, (13a)

AVEALRðg2Þ ¼
P

b̂
2
ALR

p
, (13b)

AVEALRðn1Þ ¼
P

b̂
2
ALR

q
, (13c)

AVEALRðn2Þ ¼
P

b̂
2
ALR

q
, (13d)

where p and q correspond to the number of observed variables used in the composition of each

construct. For comparative purposes, AVEALR was calculated, replacing b̂ALR to b̂OLS and b̂LTS:

2.5. Average variance extracted index performance on fit of models with specification
errors between constructs

Based on the simulated theoretical model (Figure 1), with the purpose of studying the perform-
ance of the AVEALR (10a)–(10d) index in situations, the adjustment was made considering some
errors caused by the absence of any relationship between constructs, which are represented by the
dashed lines in Figures 2 and 3.

All analyses and graphing were performed using the R (R Core Team 2019) software.
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3. Results and discussion

Figure 4 shows the estimates of the AVE index, in which the factor loadings were obtained by
OLS, least trimmed squares (LTS), and combined by adaptive linear regression (ALR).

Considering the results illustrated in Figure 4, the AVE values obtained from the ALR method
for the endogenous ðg1 and g2Þ and exogenous ðn1 and n2Þ constructs were overestimated in rela-
tion to the unit value.

Similarly, the same behavior was observed when considering the calculation of AVE for the
endogenous constructs ðg1andg2Þ, with factor loads obtained by the LTS method. However, for

Figure 2. Structurally poorly specified model, omitting the path of n1 for the variable g2 and g2 for g1.

Figure 3. Structurally poorly specified model, omitting the path of n2 for the variable g2 and g2 for g1.
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the exogenous constructs ðn1 and n2Þ, the values remained close to 0.50, which is consistent with
the minimum value specified by Fornell and Larcker (1981) to validate the construct.

When using the factor loadings resulting from the OLS method for the endogenous constructs
ðg1 and g2Þ, the AVE values apparently did not show a reduction trend, remaining constant. In
addition, their values were more efficient ð0:50 < AVE � 1:00Þ in relation to the other methods
as the sample size increased.

As for the exogenous constructs ðn1 and n2Þ, these results were null as the sample size
increased, but informative in the context that variables that form the constructs were insufficient
to allow any practical interpretation. These results were noticeable by the approximation of the
result to the value of the reference unit, represented by the dashed line.

In the situation where the data presented symmetry deviation with excess kurtosis character-
ized by the presence of outliers generated by the multivariate lognormal distribution, maintaining
a low concentration of outliers (a ¼ 5%), it was observed that for endogenous constructs ðg1 and
g2Þ, AVE values obtained from the ALR method (Figure 5) ranged from 0.50 to 1.00 as the sam-
ple size increased. Regarding the effect of the sample size, for n > 100, AVE apparently did not
show a downward trend, remaining constant as the sample size increased. Thus, it can be stated
that the ALR estimator was more efficient, since the other methods overestimated the AVE values
for some of these constructs.

However, for the exogenous constructs ðn1 and n2Þ, the AVE values obtained from the ALR
method were overestimated. In addition, it was observed that the AVE values obtained from the

Figure 4. AVE values as a function of different sample sizes n, considering the normal distribution, using the OLS, LTS, and
ALR methods.

Figure 5. AVE values as a function of different sample sizes n, considering a mix rate set at a ¼ 0:05 of log-normal distribution,
using the OLS, LTS, and ALR methods.
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LTS method remained higher than 0.50, and that the same values obtained from the OLS method
were lower than the standard value. Thus, it can be stated that there is evidence that the combin-
ation of OLS and LTS may not be a good alternative, suggesting the need to use robust estimates.

In the same situation, maintaining a high concentration of outliers (a ¼ 25%), it was observed that
for larger samples ðn � 100Þ, the AVE estimates obtained from the OLS, LTS, and ALR methods pre-
sented results similar to those obtained in the situation with a low concentration of outliers (Figure 6).

For situations where outliers were generated by symmetric multivariate distributions, in the
scenarios with the lowest (a ¼ 0:05) and the highest level of contamination (a ¼ 0:25), the AVE
estimates are described for samples n¼ 50 and n¼ 100 in Tables 1 and 2, with emphasis on the
performance of AVEALR.

Figure 6. AVE values as a function of different sample sizes n, considering a mix rate fixed at a ¼ 0:25 of log-normal distribu-
tion, using the OLS, LTS, and ALR methods.

Table 1. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a minimum percent-
age of outliers ða ¼ 5%Þ:

n¼ 50 n¼ 100

Distribution a¼ 0.05 Constructs AVE ALR AVEALR
t-Student g1 	0.9724 	0.8320

g2 	0.7349 	0.6168
n1 1.2261 1.2034
n2 1.4238 1.3977

Uniform g1 	0.9809 	0.8128
g2 	0.7671 	0.5778
n1 1.2209 1.2119
n2 1.4096 1.4322

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).

Table 2. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a maximum per-
centage of outliers ða ¼ 25%Þ:

n¼ 50 n¼ 100

Distribution a¼ 0.25 Constructs AVE ALR AVEALR
t-Student g1 	0.9750 	0.8237

g2 	0.7624 	0.6217
n1 1.2010 1.2372
n2 1.3155 1.3424

Uniform g1 	0.9689 	0.8110
g2 	0.7365 	0.5573
n1 1.2214 1.1269
n2 1.3887 1.3898

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).
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Based on the results described in Table 1 and given the effect of these observations from the t-
Student and uniform distributions, it was observed that when using the factor loadings resulting
from the ALR method, the AVE values for the endogenous constructs ðg1 and g2Þ ranged from
0.50 to 1.00 as the sample size increased. These results showed that the ALR method presented
good efficiency. In the same situation, the AVE values for the exogenous constructs ðn1 and n2Þ,
obtained by the ALR method, were overestimated.

In order to increase the contamination rate (a ¼ 0:25) of outliers and given the effect of these
observations from the t-Student and uniform distributions, the results regarding AVE were simi-
lar to those obtained in the situation with the lowest contamination level (Table 2).

3.1. Average variance index extracted considering model adjustments with specification
errors

For situations where outliers were generated by multivariate lognormal distribution and symmet-
ric multivariate distributions, in the scenarios with the lowest (a ¼ 0:05) and the highest level of
contamination (a ¼ 0, 25), the estimates of the AVE indices are described for samples n¼ 50 and
n¼ 100 in Tables 3 and 4 with an emphasis on the performance of AVEALR.

Table 3. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a minimum percent-
age of outliers ða ¼ 5%Þ, considering the model of Figure 2.

n¼ 50 n¼ 100

Distribution a¼ 0.05 Constructs AVE ALR AVEALR
Log-normal g1 	0.5207 	0.4229

g2 	0.3623 	0.3038
n1 1.2335 1.1842
n2 1.4741 1.4713

t-Student g1 	0.5312 	0.4331
g2 	0.3598 	0.3062
n1 1.2213 1.1575
n2 1.4221 1.4183

Uniform g1 	0.5480 	0.4241
g2 	0.3607 	0.3179
n1 1.2164 1.1671
n2 1.4730 1.4559

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).

Table 4. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a minimum percent-
age of outliers ða ¼ 5%Þ, considering the model in Figure 3.

n¼ 50 n¼ 100

Distribution a¼ 0.05 Constructs AVE ALR AVEALR
Log-normal g1 	0.5213 	0.4325

g2 	0.4305 	0.3552
n1 1.2263 1.1928
n2 1.4341 1.4357

t-Student g1 	0.5007 	0.4335
g2 	0.3841 	0.3464
n1 1.1970 1.1733
n2 1.4116 1.4105

Uniform g1 	0.5588 	0.4444
g2 	0.4293 	0.3343
n1 1.2288 1.2038
n2 1.4693 1.4514

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).
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Keeping a low concentration of outliers (a ¼ 0:05) and considering the models in Figures 2
and 3, it was observed that, for samples of size n¼ 50, the estimates of AVE obtained from the
ALR method for the endogenous constructs ðg1 and g2Þ were less than or close to 0.50. For larger
samples (n¼ 100), the AVE index values were lower than the specified default values. These
results are expected when the template is incorrectly specified. In this situation, there is evidence
to affirm that the ALR method presented low efficiency. In addition, for the exogenous constructs
ðn1 and n2Þ, the ALR method overestimated the AVE values (Tables 3 and 4).

In situations where a high concentration of outliers was considered (a ¼ 0:25), the estimates
of AVE obtained from the ALR method presented similar results to those obtained in a situation
with a low concentration of outliers (Tables 5 and 6).

4. Conclusions

In formative structural models, the ALR method was efficient for correctly specified models, con-
sidering that the discrepant values were generated from symmetrical distributions or a multivari-
ate lognormal distribution. Similarly, the results obtained from the ALR method for models with
specification errors showed low efficiency, as expected.

Table 6. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a maximum per-
centage of outliers ða ¼ 25%Þ, considering the model in Figure 3.

n¼ 50 n¼ 100

Distribution a¼ 0.25 Constructs AVE ALR AVEALR
Log-normal g1 	0.5489 	0.4485

g2 	0.4975 	0.4250
n1 1.1989 1.0960
n2 1.5506 1.4730

t-Student g1 	0.5181 	0.4360
g2 	0.4044 	0.3671
n1 1.1960 1.1740
n2 1.4078 1.3255

Uniform g1 	0.6027 	0.4227
g2 	0.4274 	0.3493
n1 1.2289 1.1292
n2 1.4228 1.3793

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).

Table 5. AVE values obtained by the ALR method in sample sizes n¼ 50 and n¼ 100, contaminated with a maximum per-
centage of outliers ða ¼ 25%Þ, considering the model in Figure 2.

n¼ 50 n¼ 100

Distribution a¼ 0.25 Constructs AVE ALR AVEALR
Log-normal g1 	0.5386 	0.4384

g2 	0.4074 	0.3664
n1 1.1544 1.1230
n2 1.5319 1.5206

t-Student g1 	0.4975 	0.4427
g2 	0.3807 	0.3147
n1 1.1751 1.1976
n2 1.3601 1.3493

Uniform g1 	0.5275 	0.4481
g2 	0.3567 	0.3372
n1 1.2061 1.1388
n2 1.4363 1.3553

	The AVE values correspond to estimates of the indices that justify the selection of variables that will compose the constructs,
it is not about the estimates of the model parameters, therefore, there is no significance probability (p-values).
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Specialty coffee in Brazil:
transition among consumers’
constructs using structural

equation modeling
Patricia Mendes dos Santos, Marcelo Ângelo Cirillo and
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UFLA, Lavras, Brazil

Abstract

Purpose – Building on Guimar~aes et al. (2019) study and using the modeling of structural equations, the
objective of this paper was to elaborate constructs whose variables would enable the characterization and
distinction of individuals among these different groups of consumers and to provide insights into their
transition between them.
Design/methodology/approach – The constructs were validated by the average variance extracted
adaptive (AVEADP) index. The transition between consumer groups is explained and encouraged by advances
in their conceptual and perceptual knowledge. Thus, regular consumers should be addressed with messages
aimed primarily for the social aspect of consumption; enthusiasts, by reinforcing simple to moderate aspects
commonly used as product purchase criteria and experts, attracted by the emphasis on complex criteria related
to specialty coffee’s conceptual and perceptual knowledge, highlighting their influence on the beverage’s
sensory profile.
Findings – Those results enabled a better understanding of these consumers and can guide the marketing
strategies of different actors in this market.
Originality/value – Important attempts to understand and characterize Brazilian specialty coffee consumers
were conducted byGuimar~aes et al. (2019) and Ram�ırez-Correa et al. (2020). However, further studies are needed
to differentiate different specialty coffee consumer groups and enhance the market applicability of those
studies results. In addition, despite its importance, there is a paucity of public domain studies about the national
consumption of specialty coffees, being the results of this work important for the wide dissemination of such
information.

Keywords Coffee waves, Consumer behavior, Consumption motivations, Marketing, Purchasing criteria

Paper type Research paper

1. Introduction
Brazil is the world’s major coffee producer and exporter as well as the second largest
consumer of the beverage, second only to the United States. Moreover, the country is
increasingly recognized for its specialty coffee industry (Guimar~aes et al., 2019). The demand
for specialty coffee in Brazil has gained momentum in the last 15 years (Costa, 2020) and
should reach 1,063 million bags in 2021 (Proença, 2017). In addition, “the Brazilian coffee
chain has strengthened, producers and consumers have become closer, and the specialty
coffee market has developed” (Tales and Behrens, 2020, p. 267): its estimated traded value in
retail was expected to reach R$ 3.9bn by 2020 [1] (Proença, 2017).

The development of the global specialty coffee market, usually referred to as “coffee
waves”, represented significant changes in the coffee bean production and processing
methods, the product differentiation features and quality evaluation criteria and the goals
and philosophies of its consumption (Boaventura et al., 2018; Guimar~aes et al., 2019). Recently,

Specialty
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a new type of consumers, often called “coffee lovers” and characterized as “third-wavers”, has
emerged (Quint~ao, 2015) and has been addressed in different studies (e.g: Manzo, 2010;
Quint~ao et al., 2017a, b; Ufer et al., 2019; Urwin et al., 2019, among others).

However, the specificities of the Brazilian coffee market, especially regarding the
proximity among producers and consumers, and a well-established and traditional coffee
consumption culture, might result in different consumption behaviors (Guimar~aes et al.,
2019). Thus, important attempts to understand and characterize Brazilian specialty coffee
consumers were conducted by Guimar~aes et al. (2019) and Ram�ırez-Correa et al. (2020).
However, further studies are necessary to differentiate specialty coffee consumer groups and
enhance the applicability of those results in the market. Despite their importance, public
domain studies about the national consumption of specialty coffees are scarce, which is why
this work’s results are important to for the wide spread of this information.

This paper builds on the work by Guimar~aes et al. (2019), using the database provided by
the authors to fill those gaps. Using the modeling of structural equations, our purpose was to
elaborate constructs whose variables would allow the characterization and distinction of
individuals among these different groups of consumers and to provide insights into their
transition between them.

As highlighted by Ufer et al. (2019), “consumers have become increasingly aware of the
ethical implications of their food, as well as the production processes and people behind their
food” (p. 1) and the increasing competitivity in themarketplace demands that “food producers
and retailers understand the major determinants of consumer decision-making processes to
ensure they both fully capitalize on consumer demand for their products and meet consumer
expectations” (p. 2).

This work aims at assisting professionals in the Brazilian specialty coffee market in their
strategies to gather and engage coffee consumers, stimulating their conceptual or perceptual
knowledge (LaTour and LaTour, 2010; LaTour et al., 2011) on the product and, consequently,
encouraging their transition to higher involvement categories. Should these professionals
focus on the variables with the greatest influence on specialty coffee consumers’ behavior,
they would also be able to optimize the resources and results of the strategies designed for
this purpose.

2. Theoretical framework
2.1 Coffee waves and the emergence of specialty coffee consumers
Since the mid-nineteenth century, the international coffee market has undergone important
changes regarding coffee bean production and processing methods, differentiation features
and quality evaluation criteria and the goals and philosophies of consumption. These
changes are usually explained by the concept of “coffee waves”, coined in 2003 byTrish Skeie
(Andrade et al., 2015; Boaventura et al., 2018; Guimar~aes, 2016; Guimar~aes et al., 2016, 2019;
Lima et al., 2020; Skeie, 2003). Each wave is subject to several ideological, technological and
social factors (Teles and Behrens, 2020). As highlighted by Teles and Behrens (2020, p. 260),

At the end of the 19th century, the postindustrial revolution world experienced an abandonment of
handicrafts to the detriment of industrialized products, mainly due to urban growth and social
changes arising from the economic system. In fact, the behavior of consumers changed [. . .]. So,
coffee changed from a colonial good to an industrial product.

The “first coffee wave” occurred mainly due to the industrial revolution and the advances in
the product processing, packaging and marketing, which facilitated storage, increased its
useful life and allowed its distribution over long distances and its commercialization in
several formats, such as soluble, thus considerably increasing coffee consumption worldwide
(Guimar~aes et al., 2019; Lima et al., 2020; Manzo, 2010; Teles and Behrens, 2020). Coffee
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consumption was predominantly domestic, motivated by utilitarian issues, such as physical
disposition and improved intellectual performance provided by caffeine (Andrade et al., 2015;
Guimar~aes et al., 2016; Lima et al., 2020; Skeie, 2003, Teixeira andNunes, 2016, Teixeira, 2020),
in addition to its convenience and affordable price (Teles and Behrens, 2020).

The second wave started around the 1960s [2], when coffee became a high-quality
artisanal food (Tales and Behrens, 2020), and new concepts of origin and roasting were
introduced to reach different beverage-consuming profiles (Guimar~aes et al., 2019; Ram�ırez-
Correa et al., 2020; Skeie, 2003). In this way, the specialty coffee market was created. Quality
perception was influenced by the origin of the beans, still at a national level, stimulating
curiosity about the environmental, social and economic conditions of these places and leading
to an important interest in sustainable coffees (Guimar~aes et al., 2019; Ram�ırez-Correa
et al., 2020).

New modes of coffee consumption, which focused on quality, differentiation and added
value of coffee, created a segment of the specialty coffee market that has grown considerably
since its inception (Roseberry, 1996). Thus, coffee shop chains (e.g. Starbucks and similar
establishments) have become important places of consumption (Boaventura et al., 2018;
Borrella et al., 2015; Lima et al., 2020; Teixeira andNunes, 2016; Teixeira, 2020). However, with
their rapid expansion, they had to standardize their product through strategies like the
adoption of dark roast profiles, masked by the addition of chocolate, whipped cream, syrup,
among others, sacrificing some of their product’s quality and differentiation. Therefore, these
companies shifted their focus to the social characteristic of consumption (Andrade et al., 2015;
Guimar~aes, 2016; Guimar~aes et al., 2016).

The third coffee wave came in response to the massification and high standardization of
late second wave coffees, seeking greater quality and differentiation by adopting deeply
artisanal processes (Borrella et al., 2015; Guimar~aes, 2016; Tales and Behrens, 2020). The
consumption of third wave coffees occurs mainly in high-end independent coffee shops
(HEICS) or in the domestic environment. Coffee consumers have demanded more quality,
engaged in preparation and consumption practices, sought for more knowledge by
participating in communities and courses on coffee and required greater sustainability across
the productive chain (Andrade et al., 2015; Guimar~aes, 2016; Guimar~aes et al., 2016; Quint~ao,
2015; Quint~ao et al., 2017a). In this wave, each coffee specificity is valued and the beverage is
savored considering several sensory characteristics (Teixeira, 2020). As described by Tales
and Behrens (2020, p. 266),

Part of the third wave also involves the growth of network communities of home baristas
participating in the growing availability of artisanal roasters, green coffee retailers, equipment
suppliers (often under the same roof as the caf�es themselves), and targeted courses such as tasting
and preparation of coffees, that provide support and assistance to consumers who seek new
experiences.

Because of these market transformations, among other factors, a new type of consumer often
referred to as “coffee evangelists, coffee snobs, coffee lovers, coffee aficionados” and others
(Quint~ao, 2015, pp. 25–26) has emerged. Those are highly demanding and market-engaged
individuals, usually considered the main responsible for the performance and growth of this
market (Guimar~aes et al., 2016; Proença, 2017; Quint~ao et al., 2017a).

As demonstrated by Quint~ao et al. (2017a), they “adopt a highly differentiated system to
understand, evaluate, and appreciate the beverage, expressing it through their consumption
practices” (Guimar~aes et al., 2019, p. 50). As a part of a broader trend in consumer behavior
(Angus, 2020; Hoşafçı, 2018), those individuals are “highly concerned about product quality,
origin, and social, environmental, and economic sustainability” (Guimar~aes et al., 2019, p. 52).

In a large qualitative study conducted in the United States and Canada, Quint~ao and Brito
(2016) and Quint~ao et al. (2017a, b) demonstrated the existence of heterogeneous communities
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of specialty coffee consumers in those countries. The authors subdivided these consumers
into three categories, associated with their level of expertise on conceptual and perceptual
knowledge about the product (LaTour and LaTour, 2010; LaTour et al., 2011): regular
consumers; amateurs (connoisseurs) and professionals (in that study context, represented by
baristas). In sum, regular consumers are those immersed in mass consumption in large coffee
shop networks; amateurs are those who started developing subcultures composed of
performance standards, values and rules and professionals are baristas with a high
subcultural capital, playing a role in defining and creating it, later sharing itwith the specialty
coffee community (Quint~ao et al., 2017a).

According to Quint~ao et al. (2017a), the transition of individuals between the categories of
regular consumers and amateurs would take place through “taste transformation rituals”.
However, the authors do not address the rituals or motivations for the transition of
individuals from amateurs (connoisseurs) to professionals.

In turn, Guimar~aes et al. (2019) pointed out that the specificities of the Brazilian specialty
coffee market – that is, the country’s position as the world’s largest coffee producer and
exporter and, simultaneously, second largest consumer of the beverage, with a still nascent
market for specialty coffees – can translate into different consumption behaviors and result in
a new dynamic of consumer communities.

Thus, in a recent study with a large sample of respondents, Guimar~aes et al. (2019) proved
the existence of different groups/categories of Brazilian specialty coffee consumers. Similarly
to Quint~ao and Brito (2016), Quint~ao et al. (2017a, b) and considering the reflections of LaTour
and LaTour (2010) and LaTour et al. (2011), Guimar~aes et al. (2019) proposed their
classification in (1) regular consumers; (2) enthusiasts and (3) experts. Despite its importance
and advances in understanding specialty coffee consumers, the work by Guimar~aes et al.
(2019) presents important limitations, which we seek to overcome in this work by using more
robust and adequate statistical methods. First, due to the different categories of specialty
coffee consumers in Brazil, their study presented a wide number of variables (i.e.
consumption motivations and product purchasing criteria) to influence these individuals’
behavior, some of which can also be considered similar among the identified categories.
Therefore, the application of their findings to the development of marketing strategies by the
actors in this market can still be considered complex. In addition, there is a need for further
study of what factors would encourage the transition of individuals from one consumer
category to another.

3. Methods
3.1 Database characterization
This paper follows the work by Guimar~aes et al. (2019), using the database they provided for
adoption of the proposed methodology, as presented below. Through a non-probabilistic
convenience sampling, based on the “snowball method” (Baltar and Brunet, 2012), Guimar~aes
et al. (2019) collected 864 self-administered online questionnaires – whose studied variables
are displayed in Table 1 – widely spread among Brazilian specialty coffee consumers
between January and February 2017. The demographic characterization of their sample is
presented in Table 2.

Over 60% of the respondents consumed specialty coffees daily, and many showed a
tendency to reduce or even quit consuming commodity coffees. Their average consumption of
and monthly expenditure with specialty coffees showed great variation in the sample, but
74% of respondents stated willingness to increase consumption of this product. In addition,
over 71% would increase their expenditure if more product-related information were
available. Such information was usually sought on the product package (67.9%), online
(63.5%), directly with a barista or other professionals (51.8%), on specialized journals (33.3%)
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andwith family or friends (24.8%). Only 2.3%of the respondents stated that they did not seek
more information about those coffees (Guimar~aes et al., 2019).

The respondents mostly acquired specialty coffees from coffee shops (59%), through
direct purchase from the producer (40.5%), online (32.7%) and in supermarkets (30.7%).
Coffee consumption occurred mainly in households (92.3%) and coffee shops (79%), followed
by professional environments (42.4%) and homes of relatives and/or friends (25.9%)
(Guimar~aes et al., 2019). This profile is similar to the one described by Tales and
Behrens (2020).

Guimar~aes et al. (2019) identified three different groups/categories of specialty coffee
consumers (Table 3), each with a different set of motivations for products consumption
(Table 4) and its purchasing criteria (Table 5): (1) regular consumers; (2) enthusiasts and (3)
experts, as explained in the introductory section.

Among the identified categories, Guimar~aes et al. (2019) highlight regular consumers as
the least involved in this consumption practice. Their consumption motivations are
essentially based on the taste and aroma and pleasure of its consumption. In addition, they
are practically indifferent to supporting sustainable and socially responsible initiatives,
which explains their low consumption of sustainable coffees, when compared to other
categories of consumers. Most of these individuals are not professionals in the coffee market

Variables

1. Demographic criteria (sex, income, age and schooling)
2. Professional exercise in the coffee market (production, processing/industry, retail, research or teaching)
3. Commodity and specialty coffees consumption frequency
4. Specialty coffee average consumption and expenditure
5. Willingness in increasing average specialty coffee consumption
6. Prior acquisition and performed investment in accessories or differentiated extraction methods
7. Willingness in increasing expenditure in specialty coffees if more product-related information are disclosed
8. Sustainable coffee consumption

Source(s): Guimar~aes et al. (2019, p. 66)

Sex Male (65.1%)
Age 21–35 years old (59.4%)
Monthly family income Over five minimum wages (about US$1.450)
Education level College or postgraduate degrees (80.1%)
Professional association with coffee Yes (54%)

Source(s): Adapted from Guimar~aes et al. (2019)

Coffee professionals 27.1% 33.0% 61.4%
Commodity coffee daily consumption 45.8% 39.6% 24.0%
Specialty coffee daily consumption 42.4% 46.0% 77.3%
Specialty coffee monthly average consumption Up to 250 g Up to 500 g Over 500 g
Disposition in increasing specialty coffee consumption 66.1% 70.0% 79.0%
Equipment/extraction methods acquisition Did not buy Up to R$250 From R$250 to R$500
Expenditure increasing disposition 54.2% 58.3% 85.9%
Sustainable coffee consumption 59.3% 76.0% 89.6%

Source(s): Guimar~aes et al. (2019, p. 66)

Table 1.
Variables used by

Guimar~aes et al. (2019)
in their survey

Table 2.
Guimar~aes et al. (2019)

sample
characterization

Table 3.
Comparative between
Guimar~aes et al. (2019)

identified clusters’
features
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and give little or no importance to recognized specialty coffee purchasing criteria, except for
price and brand, to which they attribute medium relevance, and which are generally
associated with the consumption of commodity coffee (ABIC, 2010). Among the three
consumer groups identified by the authors, regular consumers give the highest importance to
the price criterion.

Enthusiasts consume specialty coffees in greater volume and frequency when compared
to regular consumers. Similarly to regular consumers, however, most enthusiasts are not yet
coffee professionals. They are willing to increase their expenses with and consumption of
specialty coffees if more information about its characteristics and processing or preparation
methods is made available. Their consumption of specialty coffee is highly motivated by the
beverage taste and aroma, the pleasure in its consumption and the knowledge about the
history and origin of the beans. Moreover, they support sustainable and socially responsible
initiatives. Enthusiasts also attach great importance to the roasting date and intensity/color
as specialty coffee purchasing criteria and demonstrate a desire to learn and/or become
professionals in the specialty coffee market (Guimar~aes et al., 2019).

Variable
Regular
consumers Enthusiasts Experts

Consumption
motivations

Pleasure in consumption Totally agree Totally agree Totally agree
Beverage flavor and aroma Totally agree Totally agree Totally agree
Beans’ history or origin Partially agree Partially agree Totally agree
Support for sustainable
initiatives

Indifferent Partially agree Totally agree

Learning or
professionalization desire

Indifferent Partially agree Totally agree

Coffee professionals’
influence

Partially
disagree

Indifferent Partially agree

Energy and disposition
Improvement

Indifferent Indifferent Partially agree

Family or friends influence Indifferent Indifferent Indifferent
Family habit or tradition Indifferent Indifferent Indifferent

Source(s): Guimar~aes et al. (2019, p. 66)

Variable
Regular
consumers Enthusiasts Experts

Purchasing
criteria

Roasting intensity/color Little relevance High relevance High relevance
Roasting date Little relevance High relevance High relevance
Origin Little relevance Medium relevance High relevance
Certification Little relevance Medium relevance High relevance
SCA scoring Little relevance Medium relevance High relevance
Processing method Little relevance Medium relevance High relevance
Variety Little relevance Medium relevance High relevance
Altitude Irrelevant Medium relevance High relevance
Package Little relevance Medium relevance Medium

relevance
Price Medium

relevance
Medium relevance Medium

relevance
Brand Medium

relevance
Medium relevance Medium

relevance

Source(s): Guimar~aes et al. (2019, p. 67)

Table 4.
Summarization of the
discussed clusters’
consumption
motivations

Table 5.
Summarization of the
discussed clusters’
purchasing criteria
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Experts are consumers who have the highest level of involvement with this consumption
practice. Although they consume specialty coffees on a daily basis, being the largest
consumption among the identified groups, they are still willing to increase their consumption.
Their motivation is based on the beverage taste and aroma, the pleasure in its consumption,
the satisfaction in knowing the history and origin of the beans and the support for sustainable
and socially responsible initiatives, which explains their impressive consumption of
sustainable coffees. As for their specialty coffees purchasing criteria, roasting date and
intensity/color stand out, followed by processingmethods, origin, SCA scoring [3], production
altitude, variety and the presence of certification seals (Guimar~aes et al., 2019). Furthermore,
they have been highlymotivated by the desire to learn or become professionals in thismarket,
which explains the fact that experts are mostly professionals in the coffee market, whether in
specialty coffees or in commodities (Guimar~aes et al., 2019). The authors also pointed out the
need to work on a broader concept of “coffee professionals” in the Brazilian context, which
concentrates, in the same nation, all stages from coffee production to consumption.

3.2 The structured equation model
In this work, the specialty coffee consumption motivations and purchasing criteria, as
proposed by Guimar~aes et al. (2019), were considered observed variables which,
hypothetically combined, formed the different constructs/latent variables (that is,
consumer groups) that make up the structural equation model. In this way, we seek to
advance their studies by proposing amore accurate and easy-to-understand interpretation of
which variables differentiate consumers within the different proposed categories. This
estimation can help the actors of coffee market, especially small producers, micro roasters
and independent coffee shops, translate this knowledge into more effective marketing
strategies.

With that purpose, we initially carried out an exploratory factor analysis to find the
underlying structure in the data matrix and determine the number and nature of the latent
variables (factors) that best represent the set of observed variables. In other words, we sought
the best distribution of the observed variables into factors, which occur when they share a
common variance (Brown, 2006). This exploratory three-factor analysis – to reflect the
different groups of consumers proposed byGuimar~aes et al. (2019) –was performed using the
Bartlett method and Promax rotation.

With the formulated model, we proceeded with the estimation of the factor loads and
numerical validation of the formalized constructs, according to the combinations of variables.
Following the theoretical model description, the representation of the equations whose
factorial loads were estimated is presented in Table 6.

To estimate the factor loads of the proposed model, the ordinary least square (OLS)
method was used and, in the hypothesis that the variables had outliers, the model was also
adjusted by least trimmed squares (LTS), following the specifications given by Cirillo and
Barroso (2012).

Using the parameter estimates and to validate the composition of the constructs ξ1, ξ2 e
ξ3 in relation to the number of variables considered, the index defined by the average
variance extracted (AVE) was estimated, resulting from the combination of the factorial
loads obtained by the two estimation methods mentioned above, according to the following
equations:

AVEADPðξiÞ ¼
Pp
i¼1

bλ2ADPðξiÞ
p

with i 5 1, 2 e 3 being,
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bλADPðξiÞ ¼ k1bZOLSðξiÞ þ ð1� k2ÞbZ LTSðξiÞ
where p referred to the number of variables observed in each construct; and k1 and k2
corresponded to the kurtosis coefficient, considering the vector of the factor load estimates,
represented by bZOLS e bZ LTS, respectively, obtained by applying the OLS and LTS methods.

AVEADP is the average amount of variation that a latent construct is able to explain in the
observed variables to which it is theoretically related. It also consists of an adapted
combination of the OLS and LTSmethods, being a proposition that provides new factor loads
and may result in a more informative index (AVE) with the use of adaptive regressions. This
technique combines the estimates of ordinary least squares with estimates obtained by
robust methods, in situations involving the presence of outliers or error distributions with
heavy tails, so that it will not lose much efficiency when the conditions of the OLS estimator
are really satisfied (Arnab and Michael, 2008). Finally, we used R software to estimate and
build the adaptive index.

4. Results and discussion
In the proposedmodel (Figure 1), groups of consumers, as classified byGuimar~aes et al. (2019)
– ξ1, regular consumers; ξ2, enthusiasts and ξ3, experts – named the latent variables
represented by the constructs. The description of the observed variables used in the
composition of the constructs is presented in Table 7.

The idealized structural equation model is empirical, with linear assumptions regarding
the cause-effect relationship between the variables, naturally identified by the arrows.
Method adequacy is based on the interpretation of the model according to the data. In this
work, the numerical justification for formalizing the constructs, represented by the profiles as
a function of the observed variables, is confirmed by the AVEADP index, as described in the
methodology. Based on the satisfactory result, statistics evidence that there is no need to
insert new observed variables to represent the construct.

The observed variables may present values diagnosed as outliers. Therefore, adaptive
indexes were formalized to make a robust index to these observations since estimates of least
squares regressions and robust regressions (LTS) are combined in the formalization of the
statistical criterion that confirms the adequacy of results, using the proposedmodel and adds
confidence to the validation of the construct.

The characterization of the model and its constructs are presented in the following
subsections.

4.1 Regular consumers ðξ1Þ
Regular consumers ðξ1Þare essentially characterized by their consumption motivations, with
emphasis on the influence exercised by family members, friends and coffee professionals, as
well as the family habit or tradition of coffee consumption. As highlighted by Sabioa and
Spers (2020, p. 308), “social factors can also contribute to experimentation, being influenced
by someone who is part of the conviviality of the potential consumer”. Therefore, these social

ξ1 ¼ λ11X1 þ λ12X2 þ λ13X3 þ λ14X4 þ λ15X5 þ λ16X6 þ ε1
ξ2 ¼ λ27X7 þ λ28X8 þ λ29X9 þ λ20X10 þ λ21X11 þ λ22X12 þ λ24X4 þ ε2
ξ3 ¼ λ31X13 þ λ34X14 þ λ35X15 þ λ39X9 þ λ33X3 þ ε3
corr ðξ1; ξ2Þ ¼ Ø12

corr ðξ2; ξ3Þ ¼ Ø23

corr ðξ1; ξ3Þ ¼ Ø13

Table 6.
Equations with the
coefficients
representing the
estimated factor loads
in the structural model
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Figure 1.
Theoretical model to
define the variables
that characterize the

specialty coffee’s
consumer groups and

to evaluate their
transition between

constructs
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factors could explain why consumers are willing to experiment specialty coffees. This can
also be explained by the still-restricted conceptual knowledge (LaTour and LaTour, 2010;
LaTour et al., 2011) regular consumers have about specialty coffees. Among the identified
consumer groups, regular consumers demonstrate the lowest level of involvement with the
product (Guimar~aes et al., 2019) and immersion in thatmarket, making themmore susceptible
to influences by other individuals.

The energy and disposition improvement, a characteristic typically associated with
consumers of the first coffee wave (Andrade et al., 2015; Guimar~aes et al., 2016; Skeie, 2003),
highlights the transition process of regular consumers ðξ1Þ from the consumption of
traditional/commodity coffees to specialty coffees. In otherwords, thismight be considered as
a determinant feature of their consumption because these individuals are still transitioning
from commodity to specialty coffee consumers. However, the feeling of supporting
sustainable and socially responsible initiatives heavily influences their consumption,
indicating changes on their perception toward coffee, which starts to be considered as a truly
differentiated and special product. Consumers also value such non-organoleptic traits in
coffee, especially due to their willingness to pay premium prices for sustainable or ethical
labels (Sabioa and Spers, 2020; Tales and Behrens, 2020; Ufer et al., 2019). As highlighted by
Tales and Behrens (2020, p. 269),

Concern about reliability, traceability, sustainability, and ethics is also growing in Brazil, with an
increasing number of consumers who are aware of the preservation of environmental resources, both
in terms of environmental impact, animal abuse, and fair trade.

Regular consumers ðξ1Þ are also characterized by their desire to learn more about specialty
coffees and/or become an expert in that market. Even though this characteristic is noticeable
in all consumer groups presented by Guimar~aes et al. (2019), we assumed that it stood out
among regular consumers because of its importance guaranteeing that individuals
effectively transition from the consumption of traditional/commodity to specialty coffees.
This characteristic may also be considered essential because, as they acquire conceptual
knowledge about the product and increase their engagement with consumption, these
individuals begin to transition to the categories of enthusiasts ðξ2Þ and experts ðξ3Þ.

Latent variables Observed variables

ξ1 – Regular consumers x1 5 Consumption motivation: energy and disposition improvement
x2 5 Consumption motivation: family habit or tradition
x3 5 Consumption motivation: family or friends influence
x4 5 Consumption motivation: support for sustainable initiatives
x5 5 Consumption motivation: coffee professionals’ influence
x6 5 Consumption motivation: learning or professionalization desire

ξ2 – Enthusiasts x7 5 Purchasing criteria: price
x8 5 Purchasing criteria: brand
x9 5 Purchasing criteria: SCA scoring
x10 5 Purchasing criteria: roasting intensity/color
x11 5 Purchasing criteria: packaging type or design
x12 5 Consumption motivation: beans history or origin
x4 5 Consumption motivation: support for sustainable initiatives

ξ3 – Experts x13 5 Purchasing criteria: origin
x14 5 Purchasing criteria: altitude
x15 5 Purchasing criteria: processing methods
x9 5 Purchasing criteria: SCA scoring
x3 5 Consumption motivation: family or friends influence

Table 7.
Description of the
variables observed in
the composition of the
proposed model
constructs
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4.2 Enthusiasts ðξ2Þ
Enthusiasts ðξ2Þ are essentially characterized by their specialty coffee purchasing criteria,
namely: price, brand, packaging type or design, roasting intensity/color and SCA scoring.
This may indicate that these consumers have acquired more conceptual knowledge about the
product and now feesmore confident selecting and purchasing those coffees that please them
the most, regardless of the influence of other individuals in their decision.

However, considering brands as proxy for quality and differentiated packaging, with
greater availability of information about the product (Guimar~aes et al., 2019), higher prices are
low complexity purchasing criteria and require reduced conceptual and perceptual
knowledge about the product. Thus, we consider that enthusiasts would be limiting the
influence of other individuals in their product acquisition by starting to look for extrinsic
signs of product quality by themselves.

When compared to the other specialty coffee purchasing criteria, the “SCA scoring” and
“roasting intensity/and color” demand greater conceptual and/or perceptual knowledge
about the product from enthusiasts. SCA scoring is an international standard still used in a
restricted way in Brazil. It is mostly known by professionals in the area and competes
nationally with other methodologies for grading and evaluating the quality of coffee, such as
the methodology of the Brazilian Association of the Coffee Industry (ABIC, 2020) [4].

Roasting intensity/color is an important distinguishing feature between commodity and
specialty coffees since third wave members have adopted lighter roasts to highlight the
beans’ distinctive features and obtain maximum quality (Skeie, 2003; Guimar~aes et al., 2016,
2019; among others). For them, darker roasts were commonly adopted by second wavers to
conceal product defects and impurities, in addition to allowing its standardization on a large
scale, contradicting attempts to differentiate specialty coffees by quality.

As for the enthusiasts’ ðξ2Þ characteristic consumption motivations, the support for
sustainable initiatives and the search for knowledge about the product history and/or origin
stand out. This is consistent with the results given by Sabioa and Spers (2020, p. 312), which
indicate that “origin influences coffee choice as a source of information about the product,
which would reduce risk aversion, and add a differential to flavor, thus, attracting the
consumer”. Such differentiation might also be influenced by the consumer’s level of
involvement with coffee and higher knowledge about the product (Sabioa and Spers, 2020).
These issues are pointed out by different researchers (e.g. Guimar~aes et al., 2016; Skeie, 2003)
as outstanding among consumers of the second and, mainly, the third wave of coffee
movements that marked the progressive differentiation of the product, both for its quality
and for the search for sustainability in the productive chain, resulting in the specialty coffee
category.

4.3 Experts ðξ3Þ
Finally, expert consumers ðξ3Þstand out for the adoption of advanced and complex criteria, in
terms of conceptual and perceptual knowledge, for evaluation and acquisition of specialty
coffees. These features, that is, bean production, origin and altitude, processing methods and
SCA scoring, influence the beverage sensory profile in distinct ways. In other words, not only
do they affect the overall beverage quality but they also give it distinct nuances, which make
each coffee special, according to the perspective adopted by consumers of the third wave of
coffee (Guimar~aes et al., 2016, 2019; Quint~ao et al., 2017a, b).

We can also say that consumption motivation based on “origin”, as depicted by
enthusiasts ðξ2Þ, becomes an even more relevant criteria for experts ðξ3Þ,when purchasing
specialty coffee, showing their deep and consolidated conceptual and perceptual knowledge
about the product.

Similarly to regular consumers ðξ1Þ, experts ðξ3Þ find the influence of family and friends
significant as a specialty coffee consumption motivation, which can be explained by the still

Specialty
coffee in Brazil



recent, although significant growth of this market in the country. Thus, this consumer
community (Quint~ao et al., 2017b) would grow organically with its members influencing one
another and attracting individuals related to their immediate social circles.

4.4 General discussion
The characterization of the different Brazilian specialty coffee consumer groups, presented in
this study, resembles the one proposed by Guimar~aes et al. (2019). The main differences refer
to the regular consumers ðξ1Þ: unlike those authors, we identified that such consumers are
also highlymotivated by the desire to support sustainable and socially responsible initiatives
associated with the product. Besides, they are highly influenced by their closest social circles
and often rely on professionals in the field to indicate the best options. As they expand their
conceptual knowledge on specialty coffees, regular consumers tend tomigrate to the category
of enthusiastic consumers ðξ2Þ and then, start to adopt more specific purchase criteria,
possibly by feeling more confident about their coffee choices.

This work advances in determining which variables would indicate the best group of
consumers for each individual. This reduces the ambiguities Guimar~aes et al. (2019) found in
their profiles and better guides the marketing strategies of players in this market. Based on
this information, we reason that they should focus on different aspects, according to the
group of consumers which is considered their priority target audience. Regular consumers
ðξ1Þ could be addressed with messages aimed primarily at the social aspect of consumption,
due to the strong influence exercised by their social circle and by professionals in the field.
Enthusiasts ðξ2Þ would be better addressed with messages reinforcing simple-to-moderate
aspects they commonly use as product purchase criteria. Experts ðξ3Þ, in turn, would be
attracted by complex criteria related to the conceptual and perceptual knowledge about
specialty coffee that highlight aspects with distinct influence on the beverage sensory profile
and that add a strong subjective component to their assessment.

Nevertheless, we should point out that consumers usually evaluate quality in food and
beverages in terms of sensory attributes, healthiness, convenience and process
characteristics. Plus, their quality perception “often weights more heavily on their
individual expectations and past experience than on intrinsic product characteristics”.
(Giancalone et al., 2016, p. 2463). Moreover, “though few consumers are indeed coffee experts,
the consumers’ own perception of their knowledge, or level of “subjective knowledge”, can
influence their purchase and consumption decisions” (Ufer et al., 2019, p. 7). These reflections
should be considered when developing marketing strategies for the specialty coffee market.

4.5 Transition among constructs
The results described in Table 8 show that, when using the adaptive AVE index, the
interpretation of constructs corresponding to the classification of specialty coffee consumers
is corroborated. These results reflect a measure of validity, in which the closer to the unit
value, the closer the correspondence between the measure and the construct.

In Table 9, we demonstrate the parameter estimates and the correlations between the
constructs of the theoretical model used to define the variables that characterize the
classification of specialty coffee consumers.

Construct AVEADP

ξ1 1.541
ξ2 1.372
ξ3 1.174

Table 8.
Adaptive AVE values
for the constructs used
in the proposed model
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Regarding the estimates of the model parameters and considering the adaptive regressions,
we found a slightly positive correlation, (￼ 5 0.204) between the constructs of regular
consumers ðξ1Þ and enthusiasts ðξ2Þ. Thus, we identified a certain alignment between these
individuals’ specialty coffees consumption motivations and purchasing criteria, with the
purchase criteria adopted by enthusiasts ðξ2Þ being perceived as a natural evolution or
deepening of the consumption motivations depicted by regular consumers ðξ1Þ. The easy
deepening and consolidation of conceptual knowledge (LaTour et al., 2011) of simple or
moderate complexity by consumers, to migrate from regular consumers ðξ1Þ to enthusiasts
ðξ2Þ, would justify a certain ease (as in less effort or intensity of product involvement) for
individuals to transit between these constructs.

The negative correlation identified among the constructs of enthusiasts ðξ2Þ and experts
ðξ3Þ - ￼ 5 �0.499 – and between regular consumers ðξ1Þ and experts ðξ3Þ - ￼ 5 �0.307 –
indicates distinct behaviors regarding specialty coffee consumption motivations and
purchase criteria, which reflect different levels of knowledge about and involvement with the
product(Guimar~aes et al., 2019). These results may indicate a significant change in the
consumers’ perception of what constitutes quality andwhat criteria they use to evaluate it, as
well as differences in consumption motivations.

We assume, therefore, that an individual’s transition from enthusiast ðξ2Þ to expert ðξ3Þ is
more complex than the migration of a regular consumer ðξ1Þ to the enthusiasts ðξ2Þ category,
demanding greater engagement from individuals and an important reformulation of their
conception about the product.

As highlighted by Teixeira (2020, p. 287), “specialty coffee culture is not for everyone, for a
refinement of taste, one needs to perceive subtle nuances of aroma, flavor, and body that each
method of coffee preparation can provide. Thus, only a restrict number of individuals are
willing and able to transition to the enthusiast, and later to expert, consumer groups. In other
words, “average consumers may not have access or experience with finer, high-end examples
of specific products and hence may lack the necessary frame of reference to judge food
quality”, but “given such experience, consumers learn to recognize the appeal of higher-end
products and acquire new preferences for these” (Giancalone et al., 2016, p. 2463).

Thus, on one hand, we consider that the transition of individuals between the categories of
regular consumers ðξ1Þand enthusiasts ðξ2Þ reflects a moderate deepening and consolidation
of certain conceptual knowledge considered simpler (see previous section). On the other hand,
the transition from enthusiasts ðξ2Þ to experts ðξ3Þ would require both the deepening and
consolidation of complex conceptual knowledge, as well as the deconstruction of previous
perceptual knowledge and the construction of new and complex forms of perceptual
evaluation of the product, which are commonly developed collaboratively with other
members of the consumer community (Quint~ao et al., 2017a).

Parameter Estimates Parameters Estimates

λ11 0.292 λ20 0.189
λ12 0.312 λ21 0.301
λ13 0.307 λ22 0.198
λ14 0.553 λ24 0.126
λ15 0.272 λ31 0.124
λ16 0.384 λ34 0.227
λ27 0.143 λ35 0.187
λ28 0.517 λ39 0.379
λ29 0.311 λ33 0.114
Correlations f12 5 0.204 f13 5 �0.307 f23 5 �0.499

Table 9.
Estimated parameters
for the proposed model
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As demonstrated by Quint~ao et al. (2017b), “connoisseurs”, or experts, would seek to
distinguish themselves from other consumers through ritualistic practices, in a process the
authors name the “taste transformation ritual”. However, considering our results, we reason
that the taste transformation ritual comprises, at different intensities, the individuals’ entire
transition process between the specialty coffee consumer categories and is not restricted to
the transformation of regular consumers into “connoisseurs”. In Figure 2, we emphasize
possible strategies specialty coffee market agents can adopt to stimulate consumers’
transition from lower to higher-engagement constructs.

According to Lannigan (2020), it is important to address both online and in-person
consumer education strategies since “online platforms cannot effectively assist in changing
tastes, but only in reiterating what interactions have already occurred” (p. 6). The author also
adds that such strategies are especially adequate to experience-based industries anchored to
cognitive and evaluative complex frameworks, such as the specialty coffee industry. In
addition, educating consumers as to what differentiates specialty from traditional coffees is
complex and demands “intricate communication and coordination between interlocutors and
consumers in the form of sensory experience and a shared vocabulary to understand these
differences” (p. 7).

As for the transition of individuals between constructs, two important questions remain to
be addressed in future research:

(1) Is it possible to directly migrate regular consumers (ξ1) to the experts (ξ3) category?
This would mean that the level of conceptual and perceptual knowledge on the

Regular Consumers Enthusiasts Experts

Defining features:

Consump�on mo�va�ons
• Energy and disposi�on improvement
• Family habit or tradi�on
• Family or friends influence
• Support for sustainable ini�a�ves
• Coffee professionals’ influence
• Learning or professionaliza�on desire

Defining features:

Purchasing criteria
• Price
• Brand
• SCA scoring
• Roas�ng intensity/color
• Packaging type or design

Consump�on mo�va�ons
• Beans history or origin
• Support for sustainable ini�a�ves

Defining features:

Purchasing criteria
• Origin
• Al�tude
• Processing methods
• SCA scoring

Consump�on mo�va�ons
• Family or friends influence

Increase in conceptual and perceptual knowledge

• Beginner level online or in-person product-related courses and
events – emphasis in what differen�ates specialty from commodity
coffees, standards and evalua�on criteria, extrac�on methods for
brewing at home

• Online and press media emphasizing the coffee origin and ini�a�ves
for achieving social jus�ce and sustainability in the produc�ve chain

• Coffee tas�ngs in different brewing methods

• Packaging design and disclosure of more product-related
informa�on

Increase in conceptual and perceptual knowledge

• Intermediary and advanced product-related online or in-
person courses or events (e.g. bean produc�on and
processing, roas�ng, brewing)

• Product-related events, in order to connect enthusiasts
and experts and s�mulate knowledge sharing

• Online and press media emphasizing the coffees’ origin
and dis�nc�ve sensory (e.g. flavor and aroma) a�ributes

• Using coffee influencers to encourage experimenta�on

Figure 2.
Infographic with
concrete examples of
marketing strategies
that can be
implemented to
improve effectiveness
of the transitions
between the three
different profiles
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product (LaTour and LaTour, 2010; LaTour et al., 2011), as well as the individual’s
involvement in its consumption, advanced abruptly, which would indicate a
consumer “passion” for this product or an intense desire for professionalization in this
market. This would require greater susceptibility to the influence of other individuals
and a great learning desire, as explored in the previous section. In this sense and
according to the researchers’ experience, professionals from different areas have
abandoned their original professions in search of a career in the specialty coffee
market. To the best of our knowledge, there are no studies demonstratingwhatwould
lead such professionals to make this decision.

(2) Is it possible for individuals to reversely migrate from one construct to another, that
is, “returning” from experts (ξ3) to enthusiasts (ξ2) and, finally, to regular consumers
(ξ1)? In this case, an abrupt reduction in these consumers’ level of involvement with
the product would be necessary, which, over time, would result in their low
conceptual and/or perceptual knowledge about specialty coffees, based on the
principle that general knowledge about this product category will continue to evolve.

5. Conclusions
Important empirical advances have been made, contributing to the better comprehension of
the Brazilian specialty coffee consumers. The structural equation modeling enabled the
construction of a model composed of three constructs (i.e. groups of specialty coffee
consumers), which that represent different levels of involvement with and knowledge about
the product. It is also composed of observed predictive variables about which category best
represents each consumer. The results allowed an improvement in the consumers’ distinction
and characterization among the categories proposed by Guimar~aes et al. (2019), contributing
to the enhancement and simplification of themarketing strategies carried out by e the players
in this market.

We encouraged the discussion about which factors stimulate an individual’s transition
from an initial to a subsequent construct and demonstrated a greater ease of individuals’
transition from regular consumers to enthusiasts, than from enthusiasts to experts. This
could be explained by the need to perform “taste transformation rituals” (Quint~ao et al.,
2017a, b) so that the second transition may occur. However, we considered that such rituals
comprise the individual’s entire transition process between such categories, whether to a
greater or lesser extent. In this aspect, we recommend further studies to verify the possibility
of direct transition from regular consumers to experts and, if so, the factors that stimulate it;
in addition to the possibility of transition between constructs in reverse, that is, from experts
(ξ3) to enthusiasts (ξ2) and finally, regular consumers (ξ1). This knowledge allows different
players in the national coffee chain – e.g. coffee growers, roasters, coffee shops, associations,
among others – to adopt strategies aimed at encouraging the migration of consumers to more
engaged constructs, thus promoting the expansion and qualification of the Brazilian
specialty coffee market. Important effects of the expansion of this market would be the
greater internal appreciation of the product and the consequent higher prices earned by coffee
growers, also reducing their dependence on exports.

This study aimed not at exhausting the studied topic but providing a basis for broadening
the understanding of the Brazilian consumer of specialty coffees, to be achieved in future
studies.

Regarding limitations, we highlight the exclusive use of criteria related to conceptual
knowledge (LaTour et al., 2011) as predictive variables for the establishment of constructs. In
future work, we recommend carrying out qualitative and experimental research, addressing
aspects related to both conceptual and perceptual knowledge (LaTour et al., 2011) to support
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the determination of predictive variables to compose the different consumer constructs. In
addition, assessing coffee quality might be highly complex and subjective, so it is interesting
to verify whether consumers are truly able to recognize quality differences in coffee (Sabioa
and Spers, 2020) andwhether these differences correspond to industry standards (Giancalone
et al., 2016). Furthermore, we identified different variables that characterize the consumers’
groups, but, at first, it is not possible to determine the each one’s importance in the constructs,
which is an issue that requires further study.

Finally, there are limitations associated with the original database used in this study,
whose data might be biased and highly homogeneous. Therefore, it is not possible to
generalize the results for the entire coffee consuming population in the country. Further
studies are also necessary to verify whether the proposed model is highly place-based or if
part of the results can be applied in other countries or cultural contexts.

Notes

1. At the time of the estimates, the possible effects of the Covid-19 pandemic on the national economy
were not considered. These figures may soon be revised.

2. The emergence and adherence to the coffee waves occurred in distinct periods in different countries,
being largely influenced by cultural factors. Thus, the dates mentioned refer especially to countries
considered mature for the beverage’s consumption, like the USA (Guimar~aes et al., 2016).

3. The Specialty Coffee Association (SCA) quality standard is the most widely accepted by coffee
professionals worldwide. Through a cupping protocol, based on 11 criteria, those coffees that
achieve a scoring above 80 points, on a scale from zero to 100, are considered specialty (Associaç~ao de
Caf�es Especiais, 2020).

4. According to ABIC’s methodology, coffees are classified according to their global quality score (GQ),
being categorized as traditional/extra strong (GQ ≥ 4.5 and ≤ 5.9), superior/higher coffees (GQ ≥ 6.0
and ≤ 7, 2) or gourmet (HQ ≥ 7.3 and ≤ 10). Although these methodologies use distinct product
evaluation criteria, different consumers wrongly associate ABIC’s gourmet coffees with SCA’s
specialty coffees.
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FINAL CONSIDERATIONS

This study introduced a new approach on Adaptive Linear Regression, adapted to struc-

tural equation models, and offered a new study perspective for areas which use this kind of

modeling. In addition, seeking to innovate the use of new statistical methodologies, we propo-

sed an improvement to the average variance extracted (AVE) index, given a plug-in approach,

by replacing error variances with the factor loadings of estimated adaptive regressions. In this

sense, a proposal providing new factor loadings may result in a more informative index (AVE)

with the use of adaptive regressions. The results from the first paper show that the adaptive

linear regression method in formative structural models, considering that outliers originated

from symmetrical distributions or from a multivariate log-normal distribution, was effective for

correctly specified models. Likewise, for models with specification errors, this method was not

as effective, which was expected. The second paper aimed at deepening the studies of Guima-

rães et al. (2019), who proposed a more precise and more easily understandable interpretation of

which variables place the Brazilian specialty coffee consumers into different groups. The results

made it possible to improve the differentiation and separation of consumers into the categories

proposed by Guimarães et al. (2019), thus contributing with the enhancement and simplifica-

tion of the marketing strategies used by players in this market. Moreover, we discussed which

factors stimulate the transition of an individual from an initial construct to a second one and

showed that transitioning from regular consumers to enthusiasts is easier than from enthusiasts

to specialists. Thus, we provided material to better understand the Brazilian specialty coffee

consumer. For future research, the AVE index may be compared to other construct validation

indices and a study could also be done to define a limit to determine the adequacy of this index.
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