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ABSTRACT  
Artificial neural networks (ANNs) may experience problems due to insufficient or 

uninformative predictors, and these problems are common for complex predictions such as 

those for rainfall. However, some studies point to the use of climate variables and anomalies as 

predictors to make the forecast more accurate. This research aimed to predict the monthly 

rainfall, one month in advance, in four municipalities of the metropolitan region of Belo 

Horizonte using an ANN trained with different climate variables; additionally, it aimed to 

indicate the suitability of such variables as inputs to these models. The models were developed 

using the MATLAB® software Version R2011a using the NNTOOL toolbox. The ANNs were 

trained by the multilayer perceptron architecture and the feedforward and backpropagation 

algorithm using two combinations of input data, with two and six variables, and one 

combination of input data with the three most correlated variables to observed rainfall from 

1970 to 1999 to predict the rainfall from 2000 to 2009. The climate variable most correlated 

with the rainfall of the following month was the average compensated temperature. Even when 

using the variables most correlated with precipitation as predictors (0.66 ≤ nt index ≤ 1.26), 

there was no notable improvement in the predictive capacity of the models when compared to 

those that did not use climate variables as predictors (0.55 ≤ nt index ≤ 0.80). 

Keywords: artificial intelligence, ENSO, hydrological modelling. 
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Variáveis relacionadas ao clima podem não melhorar previsões de 

precipitação pluvial em escala mensal realizadas por redes neurais 

artificiais para a região metropolitana de Belo Horizonte, Brasil 

RESUMO 
As redes neurais artificiais (RNAs) podem apresentar problemas devido a preditores 

insuficientes ou não informativos, o que é comum para previsões complexas, como as de 

precipitação pluvial. No entanto, alguns estudos apontam para o uso de variáveis e anomalias 

climáticas como preditores para tornar a previsão mais precisa. Esta pesquisa teve como 

objetivo prever a precipitação mensal, com um mês de antecedência, em quatro municípios da 

região metropolitana de Belo Horizonte utilizando uma RNA treinada com diferentes variáveis 

climáticas; além disso, buscou indicar a adequação de tais variáveis como entrada para esses 

modelos. Os modelos foram desenvolvidos por meio do software MATLAB® versão R2011a 

utilizando a toolbox NNTOOL. As RNAs foram treinadas pela arquitetura multilayer 

perceptron e pelo algoritmo feedforward e backpropagation usando duas combinações de 

dados de entrada, com duas e seis variáveis, e uma combinação de dados de entrada com as três 

variáveis mais correlacionadas com precipitação observada de 1970 a 1999 para prever a 

precipitação de 2000 a 2009. A variável climática mais correlacionada com a precipitação do 

mês seguinte foi a temperatura média compensada. Mesmo utilizando as variáveis mais 

correlacionadas com a precipitação como preditores (0,66 ≤ índice nt ≤ 1,26), não houve 

melhora significativa na capacidade preditiva dos modelos quando comparado aos que não 

utilizaram variáveis climáticas como preditores (0,55 ≤ índice nt ≤ 0,80). 

Palavras-chave: ENSO, inteligência artificial, modelagem hidrológica. 

1. INTRODUCTION 

The city of Belo Horizonte experienced great destruction caused by rainfall events in 

January 2020, which was the wettest month since the beginning of climatological measurement 

in the city. Specifically, 966.6 mm of rainfall was accumulated, reaching 101.6 mm in a period 

of three hours in certain places (G1 MINAS, 2020; INMET, 2022). 

To try to avoid or even mitigate these types of damage, rainfall forecasting is a very 

important tool that can save lives and property and ensure economic activities (Lee et al., 2018). 

However, in the hydrological cycle, rainfall is one of the most complex variables to understand 

and model due to its high temporal and spatial variability (Tian et al., 2017; Tauro et al., 2018). 

Nevertheless, this phenomenon is influenced by several factors, such as climate variables (air 

temperature, relative humidity, insolation, wind speed, among others) and climate anomalies 

(Mawonike and Mandonga, 2017; Peres and Maier, 2022). 

Modelling that aims to forecast rainfall using only rainfall data itself is beneficial only 

when climate variables such as air temperature, wind speed, and relative humidity are not 

available or when a simple model is seeked in relation to the input data, and still, many 

researchers accept climate anomalies, such as the El Nino Southern Oscillation (ENSO), as a 

good predictor for time-series events, such as rainfall (Aksoy and Dahamsheh, 2009; Hossain 

et al., 2018). Therefore, the development of models that allow the addition of variables that are 

related to rainfall behavior may be one way to circumvent the lack of forecast accuracy. Despite 

the complexity involved in predicting rainfall, artificial neural networks (ANNs) have proven 

to be able to predict time series (Torres et al., 2021), such as rainfall. 

ANNs are based on the functioning of the human brain, possessing the ability to acquire 

learning through input data. An ANN is formed by one or more layers, which are composed of 
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one or more interconnected neurons, in which the processing of input signals (data) is 

performed using the weights of the connections between neurons. Each neuron communicates 

with the neurons of the next layer until the output layer is reached and a response is issued by 

the model. After that, the weight values are modified so that the calculated output matches the 

actual output as accurately as possible (Gonzales-Fernandes et al., 2019). 

Some researchers have tried to predict rainfall using ANNs trained by climate variables, 

such as Esteves et al. (2019), who used the rainfall itself and the mean air temperature to train 

the model, aiming to predict the rainfall occurrence in the central-south region of Brazil. These 

authors reported that it was possible to reach an average accuracy, but the process may be 

different in other Brazilian regions due to continental dimensions with contrasting climates. 

Information about climate anomalies, such as ENSO, has also been used as predictors by some 

researchers, as in Hossain et al. (2020), where information about ENSO was used in rainfall 

prediction for Australia. The aforementioned authors explained that an acceptable prediction 

was not reached because rainfall is the result not only of regional factors, such as ENSO, but 

also of local ones, and they recommended the addition of such factors for future research. 

However, training an ANN is not just about adding a large number of predictors, as explained 

by May et al. (2011), who cited that the use of variables that have little or no predictive power 

affects the complexity of the model and hinders the learning of the ANN. Thus, according to 

the aforementioned authors, a careful preselection of variables to compose the models' input is 

indicated. 

Given the need for forecasting, the complexity of rainfall and the potential of climate 

variables and anomalies as predictors, this study aimed to analyze the suitability of climate 

variables and information about the occurrence of the ENSO climate anomaly as rainfall 

predictors for four municipalities located in the metropolitan region of Belo Horizonte, Minas 

Gerais, Brazil, using an ANN. 

2. MATERIALS AND METHODS 

Because precipitation varies both temporally and spatially, the analysis was performed on 

a regional scale (Hossain et al., 2020) and comprised four municipalities in the metropolitan 

mesoregion of Belo Horizonte in the state of Minas Gerais, Brazil. For municipality selection, 

the following criteria were established: existence of monthly data of total rainfall, mean 

compensated temperature, mean relative humidity, and mean wind speed in the period between 

1970 and 2009, with a maximum data gap percentage of 30%; belonging to the same 

mesoregion; and a maximum altitude difference of 300 m between them. 

The choice of time interval used in the study was made by analyzing the time series of 

rainfall in the municipality of Belo Horizonte and opting for a period of 40 years with the least 

amount of data gaps. It should be stressed that the procedures adopted in this study can be 

reproduced for time intervals different from the one used. The identification of the 

municipalities, as well as some of their characteristics, are indicated in Table 1. 

Table 1. Identification and characteristics of the municipalities covered in the study. 

Climatological station 

(city) 
Latitude Longitude 

Köppen climate 

classification -  

(Martins et al., 2018) 

Altitude 

(m) 

Average annual 

rainfall (mm)a 

Belo Horizonte -19.934382 -43.952292 Aw 915.17 1544.64 

C. do Mato Dentro -19.020355 -43.433948 Aw 663.02 1283.50 

Florestal -19.885422 -44.416889 Cwa 753.51 1399.29 

Sete Lagoas -19.48454 -44.173798 Aw 753.68 1325.69 

a = Period of the training data (1970 – 1999); Aw = tropical with winter drought; Cwa = subtropical with dry 

winter and hot summer. 
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Figure 1 shows the geographical location of the municipalities covered by the study. 

 
Figure 1. Geographic location of the municipalities covered by the study. 

2.1. Data used in training and validation of the ANN 

Aiming to represent the seasonality inherent to the rainfall time series, the sequence 

number corresponding to the month (one to 12) was used to compose the database for training 

and validation of the ANN as were the data for the historical monthly total rainfall, average 

compensated temperature, average relative humidity and average wind speed for the years 1970 

to 2009 obtained from the Database of the National Institute of Meteorology – BDMEP 

(INMET, 2022). 

To provide data on the occurrence of the climate phenomena El Niño and La Niña, the 

multivariate ENSO index (MEI) was used for the years 1970 to 2009, with bimonthly records 

obtained from the National Oceanic and Atmospheric Administration platform (NOAA, 2020). 

In this case, the lowest value (one) indicates stronger cases of La Niña, while the highest value 

(69) indicates stronger cases of El Niño. 

2.2. Data pre-processing 

To achieve a single monthly value for the MEI, a weighted average between overlapping 

months (December - January; January - February; (...); November - December) was calculated 

using the number of days in each month. 

The database was divided into two intervals: training (1970-1999) and validation (2000-

2009), the latter being variable due to the availability of data from each climatological station. 

To ensure that the characteristics of the rainfall time series did not change, no procedure for 

gap filling was conducted. 

To verify the homogeneity and consistency of the used monthly rainfall data, a double 

mass curve was elaborated. This procedure was adopted to verify if the rainfall values for the 

training period were well measured, since errors can occur, for example, due to changing of the 

device installation location. This verification was performed so that the monthly rainfall 

observed at each station was validated (y-axis), while the average rainfall of the other stations 

was considered as the reference of observed monthly rainfall (x-axis).  

To verify the existence of a tendency in the time series of total monthly rainfall for the 



 

 

5 Climate-related variables may not improve monthly … 

Rev. Ambient. Água vol. 18, e2879 - Taubaté 2023 

 

training period (1970 to 1999), the Mann-Kendall test was performed, admitting a significance 

level of 5% (p-value < 0.05). For the ANN training, rainfall at time "t+1" was set as the target, 

and three combinations of input data were also set as follows: 

● C1 - sequential number corresponding to the month and total rainfall, both at time "t". 

● C2 - sequential number corresponding to the month, total rainfall, compensated average 

temperature, average relative humidity, average wind speed, and MEI at time "t". 

● C3 - three variables whose time series obtained the highest Pearson's linear correlation 

coefficient in relation to the target's time series at time "t". 

The values of monthly data for the ANN training varied with its availability from each 

climatological station for the training period. For the cities of Belo Horizonte, Conceição do 

Mato Dentro, Florestal, and Sete Lagoas, respectively, were used 310-, 304-, 332-, and 255-

months data for combination "C1", and 307-, 266-, 315-, and 248-months data for combination 

"C2" and "C3". 

It should be stressed that rainfall at time “t” was the current observed rainfall. Due to the 

different measurement units inherent in the input data, the values were normalized using 

Equation 1. 

𝑧 =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
              (1) 

Where: 

z = the normalized value; 

x = the value to be normalized; 

max(x) = the maximum value among the values to be normalized; and 

min(x) = the minimum value among the values to be normalized. 

2.3. ANN training and rainfall prediction for the validation period 

The ANN was developed in MATLAB® software Version R2011a using the NNTOOL 

toolbox. To train the ANN with different combinations of data, the multilayer perceptron 

architecture was used with the feedforward backpropagation algorithm widely cited in the 

literature due to its excellent results in predicting series of monthly rainfall (Amiri et al., 2018; 

Mohammadpour et al., 2018), and the Levenberg–Marquardt training function was also used 

(Levenberg, 1944). The configurations of the ANN were experimentally defined by "trial and 

error", and the best performing configuration was selected. The number of middle layers ranged 

from two to four and the number of neurons, in each, from two to 10. The number of learning 

cycles was fixed at 1000. 

For ANN training that used the input data combinations "C1" and "C3", we used two 

hidden layers with four neurons, with the sigmoid tangent hyperbolic and log-sigmoid transfer 

functions. An output layer with one neuron and a linear transfer function was used as well. For 

the ANN training that used the "C2" input data combination, two hidden layers with six neurons 

each were used with the log-sigmoid and sigmoid-tangent hyperbolic transfer functions. In 

addition, an output layer with one neuron and the linear transfer function was used for C2. 

During the ANN training stage, each model was trained 10 times with different initial 

training weights, keeping the best result and discarding the others. The predictions that 

presented a value less than 0 were converged to 0 since the rainfall value cannot be negative. 
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2.4. Validation of forecasted rainfall 

For the validation of the rainfall predicted by ANN, the following statistical indicators 

were calculated as in Silva et al. (2021): Pearson's linear correlation coefficient (r), mean 

absolute error (MAE) and bias (b). In order to identify the season in which the largest errors 

occurred, besides their tendency to underestimate or overestimate, the mean absolute error and 

bias were calculated separately for the rainy season (October to March) and dry season (April 

to September). 

The amount of monthly data for validation varied with the availability of data from each 

climatological station in the validation period, being for the municipalities of Belo Horizonte, 

Conceição do Mato Dentro, Florestal, and Sete Lagoas, respectively, for data combination 

"C1", 120-, 199-, 109-, and 120-months data, and for data combination "C2" and "C3", 120-, 

118-, 29-, and 120-months data. 

It is possible to classify the degree of correlation between two variables into three classes 

by the Pearson’s linear correlation coefficient (Schober et al., 2018): 0 ≤ r < 0.10 negligible 

correlation; 0.10 ≤ r < 0.40 weak correlation; 0.40 ≤ r < 0.70 moderate correlation; 0.70 ≤ r < 

0.90 strong correlation; and 0.90 ≤ r < 1.00 very strong correlation. 

To evaluate the model performance, the nt index (Equation 2) proposed by Ritter and 

Muñoz-Carpena (2013) was used. The nt index suggests that model efficiency should be 

considered satisfactory when the error is "small", taking into account the width of the data range 

covered by the calculated values. This index ensures that a model that predicts rainfall with a 

small error value within a small data range is not considered better than another model that 

predicts with a larger error value, but within a larger data range. 

𝑛𝑡 =  
𝑆𝐷

𝑅𝑀𝑆𝐸
− 1              (2) 

In this way, the efficiency of the model is evaluated depending on the number of times (nt) 

that the variability of the observations is greater than the mean error of the model. To this end, 

the mean error is represented by the square root of the root mean square error (RMSE) and the 

variability of the observed data by the population standard deviation (SD). 

Ritter and Muñoz-Carpena (2013) also defined four performance classes based on the nt 

index, with nt < 0.7 unsatisfactory, 0.7 ≤ nt < 1.2 acceptable, 1.2 ≤ nt < 2.2 good and 2.2 ≤ nt 

very good. 

In order to verify possible significant differences between the observed and predicted time 

series for the best performing combination, the Mann-Whitney test was performed, assuming a 

significance level of 5% (p-value < 0.05). 

3. RESULTS AND DISCUSSION 

3.1. Characterization of monthly rainfall data 

The hydrological homogeneity of the region where the climatological stations were 

inserted, as well as the consistency of the data from the time series of monthly rainfall, were 

proven by the high coefficient of determination values (R² = 0.9976-0.9995), which were 

obtained by fitting the linear trend line to the double mass curve. Thus, it was affirmed that the 

hydrological behavior for the analyzed climatological stations was similar and eliminated the 

occurrence of errors of transcription of the data observed in the field or alteration of the angular 

coefficient of the straight line. 

Table 2 shows the p-values and "τ" obtained by applying the Mann-Kendall test at the 5% 

significance level to the time series of total monthly rainfall of the climatological stations 

addressed in this study during the training period. 
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Table 2. p-values and "τ" obtained for the Mann-Kendall test applied to the time series of total 

monthly rainfall of studied locations in the training period. 

Time Series (month) 

p-value (τ) 

Climatological stations 

Belo Horizonte C. do Mato Dentro Florestal Sete Lagoas 

January 0.066 (0.223) 0.196 (0.152) 0.133 (0.174) 0.064 (0.241) 

February 0.443 (0.092) 0.657 (0.055) 0.454 (0.089) 0.669 (0.057) 

March 0.798 (0.032) 0.766 (0.037) 0.910 (0.015) 0.199 (0.168) 

April 0.744 (-0.040) 0.755 (0.039) 0.989 (0.003) 1.000 (0.002) 

May 0.306 (-0.123) 0.109 (-0.192) 0.744 (-0.040) 0.301 (-0.136) 

June 0.274 (-0.135) 0.926 (0.013) 0.527 (-0.080) 0.427 (-0.108) 

July 0.155 (-0.177) 0.766 (-0.038) 0.160 (-0.179) 0.229 (-0.163) 

August 0.382 (0.108) 0.431 (0.098) 0.945 (-0.010) 0.971 (0.007) 

September 0.196 (0.155) 0.966 (-0.007) 0.754 (-0.038) 1.000 (0.000) 

October 0.125 (-0.183) 0.002 (-0.378)a 0.007 (-0.317)a 0.019 (-0.299)a 

November 0.532 (-0.076) 0.260 (-0.137) 0.264 (-0.132) 0.110 (-0.204) 

December 0.132 (0.180) 0.001 (0.401)a 0.969 (0.006) 0.062 (0.239) 

a = significant trend by the Mann-Kendall test using a significance level of 5%. 

Table 2 shows that there was a significant trend (p-value < 0.05) of decrease for the total 

rainfall values in October (τ < 0) for the time series of the Conceição do Mato Dentro, Florestal 

and Sete Lagoas climatological stations. In contrast, there was only a significant trend (p-value 

> 0) of increase in total rainfall values (τ > 0) in December for the time series of the Conceição 

do Mato Dentro climatological station. For the other months of the time series of the 

climatological stations analyzed, there was no significant trend of increase or decrease in the 

total rainfall value. 

3.2. Model performance using "C1" and "C2" input data combinations in training 

Table 3 shows the values of the statistical indicators calculated for the validation of the 

rainfall series predicted by means of the ANN, using the input data combination "C1" in the 

training. 

Table 3. Pearson's linear correlation coefficient (r), nt index, mean absolute error in the dry 

(MAEd) and rainy (MAEr) seasons and bias in the dry (bd) and rainy (br) seasons, calculated 

for the validation of the rainfall series predicted by means of the ANN used for training the 

input data combination "C1" and "C2" (between parentheses). 

Climatological station r MAEd (mm) MAEr (mm) bd (mm) br (mm) nt 

Belo Horizonte 
0.84 

(0.83) 

23.85 

(25.57) 

86.23 

(90.75) 

2.94 

(-3.28) 

-23.50 

(-14.61) 

0.80 

(0.80) 

C. do Mato Dentro 
0.77 

(0.75) 

25.90 

(25.44) 

92.33 

(96.27) 

10.04 

(9.34) 

-17.81 

(-3.11) 

0.55 

(0.51) 

Florestal 
0.78 

(0.84) 

23.64 

(23.85) 

76.79 

(56.10) 

13.87 

(21.32) 

4.65 

(-31.00) 

0.60 

(0.83) 

Sete Lagoas 
0.85 

(0.78) 

21.64 

(40.52) 

76.43 

(72.87) 

11.66 

(26.37) 

-24.66 

(-17.12) 

0.80 

(0.60) 

According to the classification proposed by Schober et al. (2018), all the predicted rainfall 

time series obtained a strong correlation (Table 3) with the observed rainfall time series. Such 

classification indicates linearity between the increase in values of the observed and predicted 
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time series, suggesting that if the observed data are above average, the predicted data will also 

be above average (Martins, 2014). Thus, it was noted that the models were able to successfully 

predict the seasonality present in the time series data using both data combinations, identifying 

the months with higher and lower rainfall rates. However, with the exception of the 

climatological station in the Florestal municipality, the correlation values obtained using the 

"C2" input data combination decreased in relation to the values obtained for training the ANN 

using the "C1" input data combination. 

The highest mean absolute error and bias values for the dry season were obtained using the 

"C2" input data combination (Table 3). Comparing the mean absolute error values to the mean 

rainfall of the dry season, the values could be regarded as high, but there was a sharp reduction 

in the value of the mean rainfall caused by the months with low or no rainfall. Thus, the errors 

of the dry season were less relevant than the rainfall values of each month of the dry season. 

The bias for the same period showed that with the exception of the model developed for the 

Belo Horizonte climatological station using the "C2" input dataset, the models overestimated 

rainfall, reinforcing the idea that the values obtained for the mean absolute error for the dry 

season were influenced by the drier months of the dry season. 

The mean absolute error values for the wet season were in the range of 76.43 to 92.33 mm 

using the "C1" input data combination and 56.10 to 96.27 mm using the "C2" input data 

combination, and there were high values even in the wettest months. Additionally, the highest 

mean absolute error values for the wet season were presented by the combination of input data 

"C2". Among the bias values, there was only one positive value obtained for the climatological 

station in the municipality of Florestal when using the combination of input data "C1" in 

training the ANN. This fact indicated that the models underestimated the rainy season rainfall, 

and the lack of accuracy of the ANN in predicting the wettest months was a possible factor for 

the increased error and bias. 

Following the nt index values using the input data combination "C1", for the climatological 

stations in the Conceição do Mato Dentro and Florestal municipalities, the model was classified 

as unsatisfactory, and for the climatological stations in the Belo Horizonte and Sete Lagoas 

municipalities, it was classified as acceptable (Ritter and Muñoz-Carpena, 2013). Using the 

combination of input data "C2", the values of the nt index were for the climatological stations 

in the Conceição do Mato Dentro and Sete Lagoas municipalities, the model was classified as 

unsatisfactory and for the climatological stations in the Belo Horizonte and Florestal 

municipalities, the model was acceptable (Ritter and Muñoz-Carpena, 2013). 

Similar to the result obtained by Pearson's linear correlation coefficient, the nt index 

indicated a regression in the model performance of the climatological stations of Conceição do 

Mato Dentro and Sete Lagoas using the combination of input data "C2" in relation to the use of 

the combination of input data "C1" for training the ANN. For the climate stations in the 

municipalities of Florestal and Belo Horizonte, there was an increase in the index and a stable 

index, respectively. 

Through the joint analysis of the results shown in Table 3, it is noted, in general, that the 

addition of the climatological variables did not change notably or impair the performance of 

the models. Although the component variables of the "C2" input data combination were used 

by meteorologists to feed models that predicted the climate and its variability (NOAA, 2011), 

they could present changes in their behavior in short periods of time and were more useful for 

forecasting on smaller temporal scales, such as the hourly and daily scales. 

As an example, Martins et al. (2019) explained that the relative humidity reached higher 

percentages at night. Thus, on scales larger than the hourly scale, such as the monthly scale, 

these values were reduced because they were measured as the average of the period. 

Such behavior of the models was also explained by May et al. (2011). The authors 

presented that the ANN experienced problems of under-specification due to the choice of 
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insufficient or uninformative input variables, or even by over-specification due to the use of 

uninformative or even redundant variables. These problems can affect the model complexity, 

learning difficulty, and ANN performance. The authors added that to train an ANN, it is 

necessary to select the input variables, and one of the widely used methods is to classify the 

variable based on Pearson’s linear correlation coefficient, performing the selection in 

descending order of classification. Other methods can also be used to detect different types of 

relationships between predictor and predicted variables, aiming to exclude less relevant ones, 

such as: forward selection, stepwise regression, minimum entropy and partial mutual 

information (May et al., 2011). 

3.3. Variable selection used to compose the “C3” input data combination 

To select the three variables most correlated with rainfall to compose the "C3" input data 

combination, Table 4 shows Pearson's linear correlation coefficient values obtained between 

the input variables used in input data combination "C2" and the target. 

Table 4. Pearson's linear correlation coefficient calculated between 

the sequence number corresponding to the month (N), total rainfall 

(R), average compensated temperature (T), average relative 

humidity (H), average wind speed (W) and MEI, and the target for 

the choice of variables for the input data combination "C3". 

Climatological station N R T H W MEI 

Belo Horizonte 0.33 0.47 0.45 0.21 0.12 0.03 

C. do Mato Dentro 0.38 0.44 0.49 -0.08 0.37 0.01 

Florestal 0.38 0.43 0.51 0.09 0.08 0.04 

Sete Lagoas 0.39 0.47 0.48 0.17 0.26 0.01 

Average 0.37 0.45 0.48 0.10 0.21 0.02 

By Table 4 analysis, it is possible to verify that both for the average and individually, the 

three variables that obtained higher Pearson's linear correlation coefficient values were mean 

compensated temperature, total rainfall and number corresponding to the month, respectively. 

In contrast, the average relative humidity, wind speed and MEI, in general, had considerably 

lower correlation values. 

It is known that wet air favours the formation of rainfall, as in the occurrence of convective 

rainfall, and that wind speed affects the behavior of evapotranspiration. However, in this study, 

these variables did not have great predictive power for the rainfall of the following month. This 

fact can be explained in part by Mawonike and Mandonga (2017), who presented that variability 

in relative humidity affects the occurrence of rainfall, but the maximization of this effect occurs 

when relative humidity is above 80%. These values are observed less frequently on a monthly 

scale since days with low values of relative humidity reduce the average values. 

For the wind-speed variable, the possible explanation for the low correlation, according to 

Alencar et al. (2015), is that the variation in the average wind speed at the monthly scale is 

relatively low, i.e., while there was a large discrepancy between the monthly rainfall values, the 

monthly wind speed values remained with limited variability. 

The lowest Pearson's linear correlation coefficient corresponded to the MEI. This fact was 

supported by Grimm and Ferraz (1998) and Mota et al. (2019), who reported that the Southeast 

region of Brazil, where the study area is inserted, has a transitional character. Thus, the 

anomalies (El Niño and La Niña) can move more to the north or south from one event to another, 

making it possible to change the effects in relation to the same event that occurred previously, 

which does not occur for the extreme south of Brazil, for example. 

Thus, for the input data combination "C3", the three variables that obtained the highest 
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Pearson's linear correlation coefficient value with the target were used, i.e., the number 

corresponding to the month, average compensated temperature, and total rainfall. 

3.4. Model performance using the "C3" input data combination in training 

The statistical indicators for the validation of the predicted rainfall time series used in the 

training of the ANN and the input data combination "C3" are shown in Table 5. 

Table 5. Pearson's linear correlation coefficient (r), nt index, mean absolute error in the dry (MAEd) 

and rainy (MAEr) seasons, bias in the dry (bd) and rainy (br) seasons, and p-value of the Mann–

Whitney test, calculated for the validation of the rainfall time series predicted by means of the ANN 

using the "C3" input data combination for training. 

Climatological station r MAEd (mm) MAEr (mm) bd (mm) br (mm) nt p-value 

Belo Horizonte 0.85 21.33 83.92 2.21 -26.72 0.80 0.433 

C. do Mato Dentro 0.80 27.80 83.45 13.24 -8.93 0.66 0.027a 

Florestal 0.91 17.79 50.66 11.88 21.48 1.26 0.316 

Sete Lagoas 0.85 20.42 71.46 7.91 -26.06 0.84 0.402 

a = significant difference by the Mann–Whitney test at 5% statistical probability. 

As shown in Table 5, the values of Pearson's linear correlation coefficient were between 

0.80 and 0.91, which, according to Schober et al. (2018), indicated a strong correlation between 

the observed and predicted rainfall time series for the municipalities of Belo Horizonte, 

Conceição do Mato Dentro and Sete Lagoas and a very strong correlation for the municipality 

of Florestal. Moreover, such values indicated linearity between the increase in predicted and 

observed values and a tendency of predicted values above the average when the observed values 

were above the average (Martins, 2014). 

With the exception of the value obtained for the model of the Sete Lagoas climatological 

station using the combination of input data "C1", which remained constant, there was an 

increase in values compared to those obtained using the combinations of input data "C1" and 

"C2" for model training. The high Pearson's linear correlation coefficient values, in this case, 

indicated that the ANN was able to learn the seasonality of the rainfall time series and was able 

to identify the months with increased and decreased rainfall. 

The mean absolute error values for the dry season were reduced in relation to those 

obtained for the same season using the input data combinations "C1" and "C2" for model 

training. As an exception, for the model of the climatological station of Conceição do Mato 

Dentro, the mean absolute error increased. Similar to the mean absolute error, there was a 

reduction in the bias values for most stations in relation to the values of bias obtained for the 

same season when the ANN used the combination of input data "C1" and "C2" for training, and 

the tendency to overestimate was maintained. 

For the rainy season, by comparison, there was a reduction in the average absolute error 

value for all climatological stations in relation to the use of the input data combinations "C1" 

and "C2". The bias values for the same season were between -26.72 and 21.48 mm, showing 

no defined tendency to decrease or increase in relation to the values obtained for the same 

indicator in the same season using the data combinations "C1" and "C2" for the ANN training. 

Using the combination of input data "C3" in training the ANN, the nt index presented 

values between 0.66 and 1.26. Thus, the model was rated as unsatisfactory for the climatological 

station in the municipality of Conceição do Mato Dentro, acceptable for the climatological 

stations in the municipalities of Belo Horizonte and Sete Lagoas, and good for the 

climatological station in the municipality of Florestal. This result showed that the values of the 

nt index increased for all climatological stations in relation to the values obtained for training 

the ANN when the combinations of input data "C1" and "C2" were used. When using the "C3" 
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combination of input data for training, there were fewer models rated as unsatisfactory 

compared to the other combinations, and one model was rated as good, which had not occurred 

before. 

Comparing the results obtained using different combinations of input data for training the 

ANN, the model performance using only the three variables that obtained higher correlation 

coefficients with the target (input data combination "C3") improved. Similarly, Lee et al. 

(2018), using the multilayer perceptron architecture in addition to the feedforward 

backpropagation algorithm, attempted to predict rainfall in South Korea by initially using data 

from 10 different climate indices. After the evaluation and selection of five indices that showed 

better results, the authors obtained a better model performance. Despite the performance 

improvement after the selection of variables, it was notable that it was not expressed, indicating 

that even the climate variables most correlated with the rainfall, such as the average 

compensated temperature, did not contribute as good predictors to the model. 

Furthermore, according to the Mann–Whitney test, only the climatological station of the 

Conceição do Mato Dentro had a significant difference between the observed and predicted 

time series. It can be explained by the greater magnitude of the mean absolute error value for 

the dry season obtained for this model, which was approximately 40% higher than the average 

of the values obtained for the other climatological station models. Such an increase in values 

caused the median of the predicted rainfall series to also increase, becoming statistically 

significant. The significant difference between observed and predicted rainfall can also be 

explained by the significant trend of increasing rainfall, which was found only in December for 

the climatological station of Conceição do Mato Dentro (Table 2), thus increasing errors in the 

rainy season. 

For the other climatological stations, there was not enough evidence to conclude that there 

was a significant difference between the observed and predicted time series, i.e., no clear 

differences were detected between the median value of the observed and estimated time series. 

The fact that there was no statistically significant difference between the median values for the 

other climatological stations, coupled with the high Pearson's linear correlation coefficient 

values, means that the predictors used were able to satisfactorily explain the rainfall 

phenomenon for the municipalities of Belo Horizonte, Florestal and Sete Lagoas. 

Aiming at a visual analysis of the results obtained for training the ANN using the "C3" 

input data combination, the rainfall values observed and predicted by the ANN on a monthly 

scale are plotted in Figure 2. 

By visual analysis of Figure 2, it is possible to note that there was no expressive difference 

between the observed and predicted data in the periods of lower rainfall. Additionally, although 

the models predicted the intervals with greater rainfall with good accuracy, they had difficulty 

in predicting values above 300 mm, which was probably the reason for the high values of mean 

absolute error and the tendency to underestimate in the rainy seasons. This fact indicated that 

the predictors used were not able to explain the occurrence of rainfall above 300 mm. 

This might contribute to the model of the climatological station in the Conceição do Mato 

Dentro municipality being classified as unsatisfactory by the nt index using a combination of 

input data “C3”. Consolidating what was indicated by the nt index, it was noted that the only 

model classified as good, corresponding to the climatological station of the Florestal 

municipality, was the one that presented the best visual graphical agreement between series. 

The superior performance of this model in relation to the others can be explained by the absence 

of values of total monthly rainfall greater than 300 mm, as in the climatological stations of the 

other municipalities. 
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Figure 2. Observed and predicted rainfall by ANN using the "C3" input data combination for 

training for the climatological stations in the municipalities of Belo Horizonte (A), Conceição do 

Mato Dentro (B), Florestal (C) and Sete Lagoas (D). 

For comparison purposes, one can analyze the prediction obtained for the climatological 

station of Belo Horizonte, where in 2003, there was the highest peak of observed rainfall among 

all series, reaching values close to 800 mm/month, and it also had a large error value. However, 

for the same station, in 2007, there was no rainfall above 300 mm, which led to good graphical 

agreement between the observed and predicted series. The same fact was verified for the 

climatological stations of the other municipalities, e.g., Conceição do Mato Dentro between the 

years 2008 and 2009 and Sete Lagoas between the years 2001 and 2002. 

An analogous behavior of the predicted series was detected by Yadav and Sagar (2019) 

and Nguyen et al. (2021). The first authors aimed to predict monthly rainfall in India using 

multilayer perceptron architecture plus a feedforward backpropagation algorithm. In the ANN 

training, air temperature, relative humidity, and wind speed data were used. The second author 

aimed to predict daily and monthly rainfall in the United States of America using multilayer 

perceptron architecture plus a feedforward backpropagation algorithm. In the ANN training, air 

temperature, dew point, humidity, pressure, visibility, and wind speed data were used. Both 

authors graphically demonstrated that the largest values of errors presented by the model 

occurred in the rainfall peaks. This fact indicates that even after selection, climatic variables 

may not contribute satisfactorily to the prediction of extreme maximum events in different parts 

of the world. 



 

 

13 Climate-related variables may not improve monthly … 

Rev. Ambient. Água vol. 18, e2879 - Taubaté 2023 

 

Similarly, Moustris et al. (2011) used the multilayer perceptron architecture, the 

feedforward backpropagation algorithm and the input data of maximum, minimum, average 

and cumulative rainfall of the four previous months, as well as an index to indicate the 

seasonality of these and the four months to be predicted, to determine the maximum, minimum, 

average and cumulative rainfall for the upcoming four months in Greece. The model presented 

a limitation regarding the prediction of rainfall peaks. This fact indicates that rainfall alone is 

not a good predictor of rainfall peaks. Such studies found in the literature corroborate the results 

found for the climatological stations of the municipalities analyzed in this study. 

According to Moustris et al. (2011), one of the explanations for the limitation in predicting 

periods with extreme values may be because there is not enough data for training. According to 

the authors, positive rainfall extremes occur with low frequency and high randomness, and if 

there are not enough records in the data used for training the ANN, they will not acquire the 

necessary experience needed for prediction. 

To understand the error behavior, its magnitude on an annual scale was calculated by 

subtracting the value of the observed annual rainfall from the value of the predicted rainfall. 

The balance of the error on an annual scale between the rainfall predicted by means of ANN 

using the combination of input data "C3" in training and observed for the climatological stations 

of the municipalities analyzed in the study is indicated in Figure 3. 

 
Figure 3. Balance of error on an annual scale between observed and predicted rainfall by the 

ANN using the "C3" input data combination for training for the climatological stations in the 

municipalities of Belo Horizonte (A), Conceição do Mato Dentro (B), Florestal (C), and Sete 

Lagoas (D). 
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As shown in Figure 3, the magnitude of the annual errors indicating underestimation of the 

balance was greater than the magnitude of those indicating overestimation, except for the 

climate station in the municipality of Florestal. 

Comparing the annual rainfall to the error values, it was observed that the four years with 

the highest magnitudes of annual errors for the climatological stations of Belo Horizonte (-

577.55; -528.31; -413.50 and -373.80 mm) and Sete Lagoas (-330.10; -296.05; -258.07 and -

199.5 mm) corresponded to the four years with the largest observed rainfall. For the 

climatological station in the Conceição do Mato Dentro municipality, the year with the largest 

magnitude of error (-532.13 mm) corresponded to the year with the highest observed rainfall 

volume. 

The municipality of Florestal presented only positive values in the balance of the annual 

error; however, there were only three years of data available for the validation of the predicted 

rainfall, and in 2000, the annual error was 0.47 mm, which can be disregarded. In comparing 

the average observed to the observed rainfall in the years 2001 and 2002, it was noticed that 

these were below average, which was probably the reason for the station presenting only annual 

overestimation errors. For comparison purposes, in the other climatological stations, with the 

exception of 2001 for the Sete Lagoas station, the years of overestimation coincided with years 

of below average observed rainfall. 

Regarding the years with balance that indicated overestimation, the greatest magnitude was 

represented by the climatological station of Conceição do Mato Dentro in 2007. By comparing 

the average rainfall observed at this station to that year, the latter was below average and was 

the year with the lowest rainfall. Analyzing the annual rainfall of years without data gaps at 

Conceição do Mato Dentro stations during the training period in relation to the values observed 

in 2007, there were only two years with lower rainfall. This fact reinforces that, for the model 

to be able to perform a good forecast, the predictor-time series should include examples of 

months with extreme values in sufficient quantity for such unusual events to be understood by 

the ANN. 

4. CONCLUSIONS 

Of the climatic variables used as predictors in this study, the average compensated 

temperature presented, for the research area, high values of correlation to rainfall and the others 

had low values. Despite the ENSO phenomenon altering the dynamics of rainfall in several 

parts of the world, including Brazil, for the analyzed region, the information on its occurrence 

presented the worst performance as a predictor. Even using the variables most correlated with 

precipitation as predictors, there was no notable improvement in the predictive capacity of the 

models. The predictors used generally led the models to satisfactorily predict the rainfall, but 

there was a limitation in the prediction of extreme rainfall data. Rainfall forecasting through the 

developed models could provide information to help in decision-making regarding the potential 

damage caused by drought periods, e.g., problems with water supply, water quality and water 

flow in dams, and actions against damage caused by floods during high rainfall periods, 

especially in areas with a high rate of soil waterproofing, such as Belo Horizonte city. 
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