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Nonlinear Canonical correspondence Analysis:
Description of the data of Coffee
Análise de correspondência Canônica não linear:
Descrição de dados Sensoriais de Cafés
Herbert Stein Pereira Torres Santos1; Marcelo Angelo Cirillo2; Flávio Meira Borém3;Diana Del Rocío Rebaza Fernández4
ABSTRACT
The formulation of coffee blends is of paramount importance for the coffee industry, as it provides the product with anexpressive ability to compete in the market and adds sensory attributes that complement the consumption experience.Through redundancy analysis and canonical correspondence analysis, it is possible to study the relationships between aset of sensory notes and a set of blends with different proportions of coffee variety through multivariate linear regressionmodels. However, it is unrealistic to assume that such sensory responses are given linearly in relation to the formulationof the blends, since some coffee species have greater weight in the sensory evaluation (quadratic terms) and the effect ofthe mixtures (term of interaction). With this motivation, this work aims to propose the use of redundancy analysis andnonlinear correspondence analysis through multivariate polynomial regression to evaluate the acceptance of differentvarieties of coffee blends according to the scores given by the evaluators. Finally, it is concluded that there were gainsin the percentage of total explained variance in the polynomial models in relation to the classic models.
keywords specialty coffees, commercial coffee, multivariate polynomial regression, appraisers, blends
RESUMO
A formulação de blends de café é de suma importância para a indústria cafeeira, pois proporciona ao produto expressivacapacidade de competição de mercado e agrega atributos sensoriais que complementam a experiência de consumo. Pormeio da análise de redundância e análise de correspondência canônica é possível estudar as relações entre um conjuntode notas sensoriais e um conjunto de blends com diferentes proporções de variedade de café através de modelos deregressão linear multivariados. Contudo, não é realista assumir que tais respostas sensoriais são dadas de forma linearem relação à formulação dos blends, visto que algumas espécies de café têm maior peso na avaliação sensorial (termosquadráticos) e deve-se considerar o efeito das misturas (termo de interação). Com esta motivação, este trabalho temcomo objetivo propor o uso da análise de redundância e análise de correspondência não lineares através da regressãopolinomial multivariada para avaliar a aceitação de diferentes variedades de blends de café de acordo com as notasdadas pelos avaliadores. Por fim, conclui-se que houve ganhos no percentual de variância explicada total nos modelospolinomiais em relação aos modelos clássicos.
palavras-chave cafés especiais, café comercial, regressão polinomial multivariada, avaliadores, blends
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Introduction
Coffee is one of the main Brazilian commodities, i.e., it is
considered a small industrialized raw material produced
on a large scale that influences the behavior of certain eco-
nomic sectors or even the economy as a whole. However,
the production and consumption of coffee beverages has
been redefined according to the “third wave of coffee”, de-
scribed by Guimarães (2016). This wave is characterized
by a specialty coffee market aimed at the autonomy of
coffee farmers and greater social, environmental and eco-
nomic sustainability of the activity, where small compa-
nies (independent coffee shops, also called coffee bars
and internet bars) provide services by adopting a scientific
and experimental approach to the product and consumers
(mostly young people) seek new experiences centered on
exceptional quality.
The practice of mixing different coffee varieties is of

paramount importance because it adds sensory attributes to
the product that complement this consumption experience.
From the commercial point of view, the preparation of
blends provides the final product with a significant com-
petitive ability in the market, given the higher industrial
yield and lower average prices in their commercialization
(Ivoglo et al., 2008; Ribeiro et al., 2014).
In this context, several studies have been conducted to

investigate the quality and acceptance of blends among
consumers. Sensory experiments and acceptance tests are
widely performed to evaluate the quality and degree of
acceptance of and preference for new mixtures (Cirillo et
al., 2019). Costa et al. (2018) suggested that the quality of
coffee depends on many factors, ranging from the choice
of species to the variety of the crop and coffee preparation
method.
Various statistical methods have been formulated and

used for assessing the value of new mixtures. Among
studies that have employed statistical models, Ribeiro
et al. (2014) used analysis of variance and regression
analysis to evaluate blends with different proportions of
the species C. canephora and C. arabica and observed
significant differences in the chemical variables and sen-
sory attributes of the blends with higher proportions of
C. canephora. Furthermore, Paulino et al. (2019) pro-
posed a least squares mixed model to evaluate sensory
data from four blending experiments with different qual-
ity standards and concluded that the inclusion of random
parameters in the model, represented by the experiments,
allowed the comparison of the effects of each component
simultaneously in all the experiments.
Multivariate exploratory methods are appropriate when

there is a need to synthesize the variability in the data and
several variables are studied simultaneously. As an ex-
ample of these techniques, Costa et al. (2018) used a new

approach for calculating the coordinates in a correspon-
dence analysis by incorporating residues applied to coffee
bean data.
Costa et al. (2020) proposed a metric selection index

for the identification of a statistic that determines the most
appropriate metric in correspondence analysis, preventing
subjectivity in the interpretation of similarities between
the types of blends and grades.
Redundancy analysis (RDA) and canonical correspon-

dence analysis (CCA) are techniques that combine linear
regression models and dimensionality reduction methods
typical of multivariate analysis. Unlike simple correspon-
dence analysis, which studies several variables at their cat-
egorical levels, these techniques allow the evaluation of a
set of response variables at the expense of a set of explana-
tory variables. The advantages of these techniques include
the evaluation of continuous variables (although canonical
correspondence analysis is generally recommended for
counting variables and relative values) and the ability to
formally test statistical hypotheses about the significance
of the relationships between the datasets.
However, despite the advantages of the techniques pre-

viously used in sensory experiments, both redundancy
analysis and canonical correspondence analysis assume
linearity in the relationships between groups of vari-
ables, which may not represent the reality of the sensory
responses of evaluators to the formulation of the blends.
As an alternative, Makarenkov and Legendre (2002) pro-
posed a canonical (or restricted) ordination method based
on polynomial regression to eliminate the assumption of
linearity in the description of the relationships between
variables from two multivariate datasets.
The present study aims to propose the use of redun-

dancy analysis and traditional canonical correspondence
analysis and a nonlinear approach Makarenkov and Legen-
dre (2002) based on polynomial regression to describe the
relationships between different sensory attribute responses
and compositional coffee blend data. The secondary ob-
jectives are to conduct a comparison between the models
used through the percentage of explained variance and
significance tests to verify different transformations in the
datasets that provide better graphical interpretations of
the relationships between the sensory responses and the
formulations of the coffee blends.
Thus, it is expected that compared with classic RDA

and CCA models, polynomial RDA and polynomial CCA
models will provide a statistically significant increase in
the amount of variation in the sensory responses explained
by the different formulations of coffee blends.
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Material and methods
Redundancy analysis

To establish the relationships between two sets of data,
Stewart and Love (1968) proposed the redundancy index.
This index seeks to determine the total variance in a set
of response data (Y ) from a set of predictors (X) through
linear prediction. Using this measure of redundancy, Van
denWollenberg (1977) introduced the redundancy analysis
method, which consists of extracting factors from set X
that maximize the redundancy between the two sets of
variables.
According to Lazraq and Cléroux (2002), redundancy

analysis can be seen as an association between canonical
correlation analysis and multivariate regression. It is also
equivalent to principal component analysis of a set of
instrumental variables.
In summary, redundancy analysis can be understood as

a two-step process: the first step consists of the regression
of the Y variables through the regressor variables in X
to obtain the adjusted values; the second step involves
the application of dimensionality reduction techniques to
the matrix of adjusted values, such as decomposition into
singular values, to obtain eigenvalues and eigenvectors.
In the multivariate linear regression model, each re-

sponse variable y can be expressed in a sample of n ob-
servations as a linear function of the predictor variables x
plus a random error ε, according to equation (1)
y1 = b0 + b1x11 + b2x12 + · · ·+ bmx1m + ε1

y2 = b0 + b1x21 + b2x22 + · · ·+ bmx2m + ε2...
yn = b0 + b1xn1 + b2xn2 + · · ·+ bmxnm + εn.

(1)
The objective of the ordering methods is to represent

the data along a small number of orthogonal axes, con-
structed in a way that represents, in decreasing order, the
main trends of data variation. Therefore, for this method,
the analysis is performed by means of the variance and
covariance matrix of the predicted values. The interrela-
tionships between the variables involved in the canonical
analysis can be represented by the partitioned covariance
matrix, resulting from the concatenation of the variables
and can be calculated according to the equation (2)

SŶ′Ŷ = SYXS−1
XXS′

YX, (2)
where SYX is the covariance matrix (p×m) between the
response and explanatory variables obtained byX′y/n−1,
and SXX is the covariance matrix (m×m) between the
explanatory variablesX′X/n− 1.

Canonical correspondence analysis

Canonical correspondence analysis is a canonical asym-
metric ordering method developed by Ter Braak (1986),
and as the name suggests, it is the canonical form of
correspondence analysis. Basically, it is a weighted form
of RDA applied to a matrix Q̄ of contributions to statis-
tics χ2 used in the correspondence analysis (Legendre &
Legendre, 2012).
Through a correspondence matrix, see Rencher (2002),

the Y matrix of response variables is transformed into a
matrix Q̄ (n×m) according to equation (3)

Q̄ = [q̄ij ] =

[
pij − pi+p+j√

pi+p+j

]
, (3)

where pij represents the relative frequencies of the i-throw and j-th column, pi+ corresponds to the total relativefrequencies of lines i and p+j corresponds to the totalrelative frequencies of columns j.
To obtain the regression coefficients, weighted multiple

regression is used instead of traditional multiple regres-
sion. The matrixX will be weighted by a diagonal matrix
D1/2 (pi+) of the square root of the weights of the rowsof the matrix of response variablesY,

Xw = D (pi+)
1/2

X (4)
withXw defined according to equation (4), the weightedmultivariate regression can be calculated by equation (5)

Q̂ = Xwb = Xw [X′
wXw]

−1
XwQ̄. (5)

The covariance matrix for CCA can be calculated using
the expression S = Q̂′Q̂.
Materials

To evaluate the benefits proposed by the nonlinear mul-
tivariate approach described in this study, a dataset with
information on speciality coffee samples and commercial
blends from Paulino et al. (2019) was used, where the
blends were formulated from proportions of the speciality
coffee varieties Arabica, BSC (Bourbon Special Coffee)
and ASC (Acaiá Special Coffee), Conilon coffee (CC) and
a commercial roasted coffee brand (CT).
The specialty coffee samples were produced in the mu-

nicipality of Carmo de Minas, located in the Mantiqueira
region of Minas Gerais, MG, Brazil, recognized world-
wide for the production of specialty coffees (Ribeiro et al.,
2016). Conversely, the Conilon coffee sample represents a
mixture of batches produced in the state of Espírito Santo,
Brazil. The commercial roasted coffee represents a brand
sold on the national market and commonly consumed in
the southern region of the state of Minas Gerais.
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Thus, four experiments were performed that included
the specialty coffees, resulting in beverage concen-
trations with percentages of 0.07 and 0.10 (w/v),
characterizing blends with different concentrations of the
specialty coffees.
To achieve these concentrations, the samples were pre-

pared using potable water heated to 93 ◦C without added
sugar. The extraction time was 4 minutes, and the filtra-
tion preparation method was used. Thus, any risks related
to allergic reactions or increased glucose levels in the
evaluators of the samples or ordinary consumers were pre-
vented, and the hygiene standards imposed by the ethics
committee under the Certificate of Presentation of Ethical
Appreciation (CAAE), protocol 14959413.1.0000.5148,
were respected.
To infer the effect of the beverage concentration,

ranging from 0.07 and 0.10 m/v (35 g/500 ml), where
0.07 (m/v) means 7 grams of coffee powder (m of mass)
for each 100 ml of water (v of volume) and 0.10 means
10 grams of coffee powder, the beverages were evaluated
together considering their compositions. Thus, the iden-
tification of the blends in the joint analysis followed the
coding system used for the samples (K = 1,..., 36), refer-
ring to the blends analyzed in experiments 1-4. Regarding
the type of blends, the product was made from coffee be-
longing to the speciesC. canephora, referred to hereinafter
as Conilon, as suggested in the description provided in
Table 1, and according to various types of processing.
Each experiment was performed at a different time with

24-hour intervals due to the very large number of evalua-
tions. The group of five potential evaluators underwent a
previous selection process that included a test experiment
to be considered able to differentiate the samples in the
sensory experiments. After selection, the final group was
composed of five qualified tasters. Each evaluator tasted
approximately 20 ml of beverage prepared from the blends
formulated at a temperature of approximately 65 °C and
served in disposable cups on individual benches for the
sensory analysis.
After tasting each blend, the evaluator recorded his

evaluation on the appropriate form. The qualitative char-
acteristics of the blends used to create the beverages were
evaluated, with scores ranging from 0 to 10; the charac-
teristics evaluated were flavor, body, acidity, bitterness
and final score, representing the overall impression of the
quality as described by the evaluators.
Polynomial regression algorithm

The polynomial regression algorithm model is an exten-
sion of multivariate linear regression analysis for non-
linear redundancy analysis and canonical correspondence
analysis. This approach was proposed by Makarenkov and

Table 1 - Composition of blends formed by Bourbon(BSC), Commercial Brand of Roasted (CT), Conilon (CC)and Acaiá (ASC) coffees.
Samples (K) BSC CT CC ASC

Experiment 11 1.000 0.000 0.000 0.0002 0.670 0.330 0.000 0.0003 0.340 0.330 0.330 0.0004 0.500 0.500 0.000 0.0005 0.500 0.000 0.500 0.0006 0.340 0.660 0.000 0.0007 0.340 0.000 0.660 0.0008 0.000 1.000 0.000 0.0009 0.000 0.000 1.000 0.000Experiment 210 0.000 0.000 0.000 1.00011 0.000 0.330 0.000 0.67012 0.000 0.330 0.330 0.34013 0.000 0.500 0.000 0.50014 0.000 0.000 0.500 0.50015 0.000 0.660 0.000 0.34016 0.000 0.000 0.660 0.34017 0.000 1.000 0.000 0.00018 0.000 0.000 1.000 0.000Experiment 319 1.000 0.000 0.000 0.00020 0.670 0.330 0.000 0.00021 0.340 0.330 0.330 0.00022 0.500 0.500 0.000 0.00023 0.500 0.000 0.500 0.00024 0.340 0.660 0.000 0.00025 0.340 0.000 0.660 0.00026 0.000 1.000 0.000 0.00027 0.000 0.000 1.000 0.000Experiment 428 0.000 0.000 0.000 1.00029 0.000 0.330 0.000 0.67030 0.000 0.330 0.330 0.34031 0.000 0.500 0.000 0.50032 0.000 0.000 0.500 0.50033 0.000 0.660 0.000 0.34034 0.000 0.000 0.660 0.34035 0.000 1.000 0.000 0.00036 0.000 0.000 1.000 0.000
Legendre (2002) to model the nonlinear relationship be-
tween species communities and environmental variables.
The initial procedure in this algorithm corresponds to

the initial stages in the classical RDA and CCA. A regres-
sion of each response variable y is performed for all the
variables in the explanatory set X, following a multiple
linear regression model used in the RDA of equation (1)
and a weighted multiple linear regression model used in
the CCA of equation (5).
The residuals matrix is then obtained from the multiple

regression. To obtain these values, in RDA the expression
is yres = y− ŷ and in CCA the expression is q̄res = q̄− q̂

where y and q̄ are the real values and ŷ and q̂ are the
fitted values.
Next, it is necessary to obtain the pair of variables of

X that provides the best quadratic approximation of the
residuals. This can be done by creating a matrix Xjk
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(where j and k are higher indices) that represents a pair
ofX variables. The columns of this new matrix contain
the variables xj , xk, xjxk, x

2
j , and x2

k plus a column ofconstants with a value of 1. Hypothetically, with j = 1

and k = 2, the matrixXjk is constructed as follows:

X12 =


x11 x12 x11x12 x2

11 x2
12 1

x21 x22 x21x22 x2
21 x2

22 1... ... ... ... ... ...
x1n x2n x1nx2n x2

1n x2
2n 1

 . (6)

Thus, a multiple linear regression of the vector yres iscalculated with the newmatrixX12 defined in equation (6)
formed as a predictor. For the redundancy analysis, this
regression can be written as equation (7):

ŷ12
res = X12c12, (7)

where c12 is the vector of the regression coefficients for the
explanatory variables j = 1 and k = 2 and is calculated
using least squares as in equation (1). To take the weights
into account in the canonical correspondence analysis, it is
sufficient to premultiply the diagonal matrix of the square
root of the weights of the rows of the response variable
matrix so that q̂12

res = D (pi+)
1/2

X12c12.
This procedure is repeated for each pair j, k and k of

columns inX, and for each pair observed, the coefficient
of multiple determination R2 (j, k) is calculated. The pair
(j, k) that provides the highest coefficient of determination
R2 (j, k) is retained and used in the next step.
The two columns j and k selected in the previous step

are combined to form a new variable t in X, which sub-
stitutes for j and k for the remainder of the analysis. The
following formula is used to calculate the new combined
variable t for each observation i, i = 1, ..., n:

xit = xijbjxikbk + ŷjkres,i, (8)
where the coefficients of b are calculated by equation (1)
so the equation (8) is valid for the RDA. To adapt the
procedure for the CCA, it is only necessary to multiply
the residual component by p−1/2

i , resulting in:
xit = xijbjxikbk + p

−1/2
i q̂jkres,i. (9)

Assuming the new variables defined in equation (8) and
equation (9), matrixX is reduced and is now composed of
one less variable than before. This new variable combines
the terms corresponding to the contributions of j and k
in the linear regression of y inX, as well as the adjusted
values of the regression of residual vectors in the matrix
X12. Therefore, a new combined explanatory variable t is
formed, containing the linear and quadratic contributions

to the fit of y by the variables j and k.
The four steps above are repeated (m−1) times until the

matrixX (n×m) is transformed into a matrixX (n× 1),
which is a simple vector. To obtain the final vector ŷ to be
used in the analysis instead of y, a simple linear regression
of y is performed withX (n× 1).
The polynomial regression algorithm allows modeling

the polynomial relationships between the response matri-
ces and the explanatory variables considered in the RDA
and CCA in addition to determining which terms should
be kept in the model. Thus, the matrix of adjusted values
Ŷ used in the analysis will no longer be a linear combi-
nation of the explanatory variables inX but a polynomial
combination between them. The polynomials generated
by this algorithm include subsets of the model presented
in equation (10)

ŷ = b0 + b1x1 + b2x2 + · · ·+ bmxm

= +bm+1x
2
1 + · · ·+ b2mx2

m

= +b2m+1x1x2 + · · ·+ b
∏
i

xi

∏
j(j ̸=i)

x2
i . (10)

Permutation test

If the linear and polynomial models were significant, the
difference between the two models was evaluated with
a permutation procedure derived from the pseudo-F test,
defined in equation (11).
pseudo− F ∗ =

varpolynomial − varlinear
var.totY(Q̄)− varpolynomial

, (11)

where varpolynomial corresponds to the variance ac-counted for in the polynomial models, varlinear is the vari-ance accounted for by the linear models and var.totY(Q̄)

is the total variance ofY or Q̄.
The analyzes that considered both the linear RDA and

the CCA were performed using the open access statistical
software RStudio, version 1.3.1073. In some types of
analysis it is necessary to use some packages that contain
important functions for some specific technique. In this
work we used the vegan (Oksanen et al., 2020) and dplyr
(Wickham et al., 2020) packages. For the analyzes that
involved the studies of the polynomial models were used
the open source RDACCA software.
Results
Redundancy analysis

The results shown in Table 2 correspond to the main met-
rics used to evaluate the redundancy analysis models. The
mean of R2 is obtained from the mean of the coefficients
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of determination of each regression performed during the
processing of each model, both for the method based on
linear regression and for the method based on polynomial
regression. The explained variance refers to the total vari-
ance explained by all the axes generated in each model.
Finally, the results of the permutation tests of each model
and the test for difference between linear and polynomial
models are presented.
Table 2 - Key evaluation metrics for redundancy analysismodels and their transformations.

Linear RDA
Transformation Mean R2 Var. Exp Pseudo-F Pseudo-F*
Standardization 0.55 55.66 0.001 -

ALR 0.52 58.66 0.001 -
CLR 0.52 58.66 0.001 -
ILR 0.52 58.66 0.001 -

Polynomial RDA
Standardization 0.62 62.21 0.001 0.447

ALR 0.63 70.71 0.001 0.041
CLR 0.63 70.49 0.001 0.046
ILR 0.63 70.12 0.001 0.045

As shown in Table 2, for the linear models, the means of
the coefficients of determination are equal for the transfor-
mations based on log-ratio, with a small gain when using
the standardization of the data. Regarding the explained
variance, a contrasting outcome is observed, with the log-
ratio transformations providing a higher percentage of
explanation of the sensory note variables for the different
proportions of coffee blends. Furthermore, according to
the pseudo-F permutation test, all the linear RDA models
were significant at the α = 0.05 significance level.
In the polynomial models, the means of the coefficients

of determination showed similar values; however, the log-
ratio models were more efficient in explaining the total
variance in the sensory data. This efficiency is corrobo-
rated by the fact that the pseudo-F test of only these models
were statistically significant at the α = 0.05 level.
Isometric Log-Ratio transformation

In the context of the data that underwent the isometric
transformation, Table 3, the linear model produced three
canonical axes, which explained 58.66% of the total varia-
tion in the sensory data. In contrast, the polynomial model
generated five canonical axes responsible for explaining
70.12% of the total variation in the sensory data. In ad-
dition, the first two axes necessary for the formation of
biplots explained significantly more variation (69.21%)
than all the axes of the linear model.
According to the triplot shown in Figure 1(a), two

groups of samples can be considered: the first (in translu-
cent blue) has samples associated with the sensory notes
body, acidity, flavor and final score. In this group,

Table 3 - Composition of blends formed by Bourbon(BSC), commercial brand of roasted (CT), Conilon (CC)and Acaiá (ASC) coffees.

RDA

Canonical axes
I II III - -
Eigenvalues in relation to total variance

5.2586 0.1107 0.0010 - -
Fraction of variance

57.4451 1.2101 0.0117 - -
Fraction of accumulated variance

57.4451 58.6553 58.6670 - -
Mean R2

0.5228

PRDA

Canonical axes
I II III IV V
Eigenvalues in relation to total variance

6.2134 0.1226 0.0597 0.0217 0.0017
Fraction of variance

67.8754 1.3398 0.6524 0.3273 0.0192
Fraction of accumulated variance

67.8754 69.2152 69.8677 70.1051 70.1243
Mean R2

0.6331
pure coffee samples 1 and 28 stand out from the oth-
ers, being closer to the maximum values of the sensory
notes, especially for the attributes acidity, flavor and final
score, while the samples of binary blends 15 and 32 are
closer to the maximum values for body attributes. In the
same group, but in the first quadrant, pure coffee sam-
ple 10 is distinguished from the other blends in the same
quadrant, with the latter being mostly binary and ternary
blends.
The second area grouped 10 samples of blends, defined

by positive associations with the bitterness attribute; three
samples (8, pure coffee; 21, a binary blend; and 22, a
ternary blend) were strongly associated with intermediate
values of the aforementioned attribute and three others
(7, 33 and 36) with the same characteristics were strongly
associated with lower values of bitterness. Therefore, it
was concluded that within this group, it was not possible
to observe significant differences between the pure coffee
samples and the binary and ternary blends. Similar to the
linear model, in Figure 1(b) of the polynomial model, the
area in blue shows that pure coffee samples 1 and 28 are
strongly associated with higher values of acidity, flavor
and final grade and the coffee sample pure 10 moderately
associated with higher final grade values, the difference is
that for this model there was a quadrant inversion, where
the first two now belong to quadrant I and the third to
quadrant 4. In the red area, the samples belonging to
the group remained the same, but the samples that were
in quadrant III moved to quadrant II, displaced by the
direction of the vector of the bitter attribute.

6 Semin., Ciênc. Exatas Tecnol. 2023, v.44: e47875
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Figure 1 - Graphic representation for the of redundancy analysis for the compositional data transformed by the isometriclog-ratio method: (a) linear model; (b) polynomial model.
(a) (b)

Canonical correspondence analysis
Similar to the previous section, Table 4 shows the main
metrics used to evaluate the canonical correspondence
analysis models.
Table 4 - Key evaluation metrics for canonical correspon-dence analysis models and their transformations.

Linear CCA
Transformation Mean R2 Var. Exp Pseudo-F Pseudo-F*
Chi-squared 0.51 61.86 0.001 -
ALR 0.51 59.41 0.001 -
CLR 0.51 59.41 0.001 -
ILR 0.51 59.41 0.001 -

Polynomial CCA
Chi-squared 0.63 69.00 0.001 0.300
ALR 0.66 72.34 0.001 0.025
CLR 0.67 71.77 0.001 0.036
ILR 0.66 70.54 0.001 0.058

Table 4 shows a configuration of results similar to those
that occurred in the redundancy analysis, with the means
of the coefficients of determination and explained variance
for each approach showing that the results of the different
transformations are very close.
All the models were significant, but only the models

that used the additive log ratio and centered log ratio trans-
formations justified the use of the polynomial approach,
considering the fact that only these models were signifi-
cant according to the pseudo-F test of the difference at the
α = 0.05 level.
Considering these results, the linear model and polyno-

mial model, for which data were subjected to the centered
log ratio transformation, were considered because it was
not necessary to forego a component to calculate the ratios
for these data.

Centered Log-Ratio transformation

In the case of the models resulting from the Table 5,
as well as in the models with the data transformed by
the chi-square method, the linear approach produced
three canonical axes, while the polynomial produced five
axes, and the percentages of explained variance were
51.62% and 71.77%, respectively, for all the canonical
axes.
Table 5 - Results of canonical correspondence analysisfor the compositional data transformed by the centeredlog-ratio method.

CCA

Canonical axes
I II III - -
Eigenvalues in relation to total variance

0.0334 0.0002 0.0000 - -
Fraction of variance

59.0581 0.3509 0.0068 - -
Fraction of accumulated variance

59.0581 59.4091 59.4160 - -
Mean R2

0.5162

PCCA

Canonical axes
I II III IV V
Eigenvalues in relation to total variance

0.03963 0.0005 0.0003 0.0001 0.0000
Fraction of variance

69.9326 0.9072 0.6597 0.2583 0.0152
Fraction of accumulated variance

69.9326 70.8398 71.4996 71.7579 71.7732
Mean R2

0.6704
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In Figure 2(a), the area in blue represents the aggrega-
tion of 7 samples, and the sample of pure Acaiá coffee
10 showed a strong association with the maximum values
of the vectors representing the attributes flavor and acid-
ity, whereas sample 28 of the same pure coffee showed
a strong association with higher values of the acidity at-
tribute but a smaller association with the flavor attribute,
as did the sample of Bourbon Amarelo coffee, but with a
slightly more moderate intensity of association.
In the same Figure 2(a), 7 samples are grouped in the

area in red, where a sample of pure Conilon 27, a sample of
pure commercial roasted coffee 17 and a sample of binary
blend 20 were strongly correlated with higher scores for
the body attribute. Nevertheless, the samples of the roasted
commercial pure coffee 8 and 35 showed a strong associa-
tion with intermediate values of the bitterness attribute, as
did a binary blend (sample 22).
For the polynomial model, Figure 2(b), a greater dis-

similarity between the pure coffee and the binary blend
samples, shown in the blue area, was observed than in
the classical linear model, given the greater distance be-
tween the samples. In this case, the binary 29 and ternary
30 blend samples showed strong correlations with higher
values of the acidity and flavor attributes, while the bi-
nary sample 34 had a strong correlation with acidity and a
moderate correlation with flavor.
A comparison of the results shown in the red areas of

the plots for both approaches showed that binary sample
33was more strongly associated with higher values for the
body attribute, while the sample of pure Conilon 27 was
separated from the samples of commercial pure roasted
coffee 17 and binary blend 20.
Discussion
As the methodology used in this study involved several
combinations of methods applied to the same database, it
is appropriate to compare the performance of each method
considering its purposes and particularities.
Regarding the transformations, it was noted that those

derived from logarithmic ratios showed similar results,
both in the mean of the coefficient of determination and
in the percentage of explained variance. This was similar
to the results found in Messias (2016), who used these
transformations of compositional data for the application
of principal component analysis.
The three transformations derived from logarithmic ra-

tios also produced biplots equivalent to each other, with
the linear models having greater similarity than the poly-
nomial models. This indicates that, as new variables are
inserted into the models, there is greater dissimilarity in the
results of these transformations, once again corroborating
the findings of the study by Messias (2016).

When comparing the logarithmic ratio transformations
with the other transformation approaches, there was a
small gain in the percentage of variance explained when
the logarithmic ratio transformations were used in the
linear redundancy analysis models. Conversely, in the
polynomial redundancy analysis models, this gain was
even greater, resulting in a significant difference accord-
ing to the pseudo-F test. In the canonical correspondence
analysis models, these differences were more subtle.
The biplots of the alr, clr and ilr models showed a

grouping of the components in the first quadrant, while the
standardization in the RDA and the chi square transforma-
tion resulted in these components having more dispersed
coordinates throughout the graph.
In a theoretical and succinct sense, according to Leg-

endre and Legendre and Legendre (2012), the difference
between redundancy analysis and canonical correspon-
dence analysis is that in the first, linear regression is used
to adjust theY values, while in the second, Y values are
adjusted by means of weighted linear regression. That
said, the solutions given by the canonical correspondence
analysis differ very little from those given by the redun-
dancy analysis, both in the evaluation metrics and in the
biplots obtained, especially if we consider the use of log-
ration transformations.
In most of the models constructed here, the polynomial

approach provided a higher percentage of significant ex-
plained variance than the linear models. In general, in
these cases, there is a greater relationship between the sen-
sory notes and the interaction terms and quadratics of the
blends. The same behavior was observed by Makarenkov
and Legendre (2002) in a study in which there was a sig-
nificant gain in the explained variance in the distribution
of spider species by quadratic terms and the interaction of
environmental variables. In the triplots generated by these
authors, most spider species were more associated with
quadratic terms of the variables water, soil reflection and
the interaction between water and soil reflection.
Regarding the sensory analysis of the blends, the con-

ventional canonical correspondence analysis provided ex-
plained variance values close to 60%, which is considered
reasonable in this type of analysis. The integration of
terms that lead to a better quadratic approximation of the
residuals through the polynomial algorithm led to a sig-
nificant increase in the proportion of explained variance,
with values greater than 70%. The polynomial model-
ing resulted in percentages consistent with those found in
other studies, such as Costa et al. (2018), who obtained
satisfactory results for the correspondence analysis using
different distance metrics.
Regarding the triplots, it is worth noting that their in-

terpretations are rather subjective, and it is up to the re-
8 Semin., Ciênc. Exatas Tecnol. 2023, v.44: e47875
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Figure 2 - Graphic representation of canonical correspondence analysis for the compositional data transformed by thecentered log-ratio method: (a) linear model; (b) polynomial model.
(a) (b)

searcher to establish similarity criteria in relation to the
distances between samples and variables. From this un-
derstanding, it follows that all the redundancy analysis
models presented a pattern in which most of the samples
were subdivided into two contrasting groups in the triplot.
The first group was positively correlated with the attributes
flavor, acidity, body and final score, and the second was
positively correlated with the bitterness attribute.
Considering the isometric log-ratio polynomial model,

in the first group, the samples of pure specialty Bourbon
Amarelo and Acaiá coffees were not discriminated accord-
ing to flavor or acidity because they had similar coordi-
nates in the graph. Using mixed models to compare the
effects of each component of the blends, Paulino et al.
(2019) found the same results. Nevertheless, the blends
could be discriminated from the other samples of pure
coffees, with the points representing the binary and ternary
blends being closer to the origin and up to half of the length
of the arrows representing the attributes. This differentia-
tion between the blending categories was also observed
in Cirillo et al. (2019), who proposed a sensory panel of
coffee blends based on the distribution of extreme scores.
In the second group, there was no differentiation be-

tween blending categories, but the samples that had a
higher correlation with higher scores of the bitterness at-
tribute included the roasted commercial coffee and lacked
the Acaiá coffee. There is, therefore, evidence that com-
mercial roasted coffee has less influence on Acaiá coffee
than on the Bourbon Amarelo and Conilon coffees in rela-
tion to the bitterness attribute.
For the centered log-ratio polynomial model of the

canonical correspondence analysis, the pure Bourbon

Amarelo and Acaiá coffee samples were discriminated
according to their concentrations: the samples with a con-
centration of 0.07 m/v were correlated with the acidity
attribute, while the samples with a concentration of 0.10
m/v had a greater association with the attributes flavor
and final score. The similarity between these two types of
specialty coffees can be seen in Ossani et al. (2017) and jus-
tified by the genetic and environmental conditions of the
coffees, such as altitude; in this case, the results show that
the coffees were similar even at different concentration
levels.
The second characteristic highlighted by this model,

in addition to the bitterness attribute emphasized by the
redundancy analysis, also was related to the body attributes
and grouped other Conilon coffee samples that were not
present in the redundancy analysis. According to Lima
et al. (2015), certain varieties of Canephora coffee, such as
Robusta, are used in the coffee industry for the formulation
of blends in conjunction with specialty coffees because
Robusta is more bitter and full-bodied, while specialty
coffees are more fruity and acidic.

Conclusions

As demonstrated by the results of this study, the redun-
dancy analysis and polynomial canonical correspondence
analysis explained part of the variance in the sensory at-
tribute scores that remained unexplained by the linear
models.
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