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bstract

In this paper, an immune-inspired model, named innate and adaptive artificial immune system (IA-AIS) is proposed and applied to the problem
f identification of unsolicited bulk e-mail messages (SPAM). It integrates entities analogous to macrophages, B and T lymphocytes, modeling
oth the innate and the adaptive immune systems. An implementation of the algorithm was capable of identifying more than 99% of legitimate

r SPAM messages in particular parameter configurations. It was compared to an optimized version of the naı̈ve Bayes classifier, which has been
ttained extremely high correct classification rates. It has been concluded that IA-AIS has a greater ability to identify SPAM messages, although
he identification of legitimate messages is not as high as that of the implemented naı̈ve Bayes classifier.

2008 Elsevier Ireland Ltd. All rights reserved.
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. Introduction

The problems caused by the high volume of unsolicited bulk
-mail messages, commonly referred to as SPAM, circulating
hroughout the Internet are familiar to practically every e-mail
ser, whose mailboxes are flooded by these messages every day.
esides the precious time spent for their removal, network band-
idth is wasted for its delivery. Solutions to this problem can be
escribed as either legal or technical. Although some countries
ave recently adopted legislation in this area (e.g. Carpinter and
unt, 2006), it turns out that technical approaches remain indis-
ensable, because SPAM can be sent from virtually anywhere
n the world, and tracking the actual sender of messages may be

ifficult.

Recently, artificial immune systems (AISs), have emerged
s a novel soft computing paradigm (de Castro and Timmis,
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002), exploring the cognitive capabilities of the immune system
Varela et al., 1988; Cohen, 1992). Due to the fact that AISs are
relatively new area, it is interesting to pursue a greater under-

tanding of the biological models and mechanisms, which can
erve as inspiration to the development of new algorithms. How-
ver, it is important to emphasize that simply using biologically
nspired ideas and models is not, per se, enough to ensure that
he resultant system will attain a good performance. In this con-
ext, an interesting work by Freitas and Timmis (2007) discusses
he need of considering the target problem and its characteristics
hen designing an AIS.
The inspiration for the application of an immune-inspired

lgorithm to the problem of SPAM identification arises from
imilarities between pathogenic microorganisms and such mes-
ages, some of them briefly summarized below:

Just like any living organism, SPAM messages are constantly
“evolving”, through changes in message features, such as

alternative word spelling (e.g. “fr33” instead of “free”), on
an attempt to evade SPAM filters.
SPAM messages can be identified by their contents, using a
mechanism similar to the one used by the natural immune
system: pattern matching.
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Therefore, based on the metaphor of an e-mail message as
microorganism to be identified as either pathogenic (a SPAM
essage) or non-pathogenic (a legitimate message), this work

nvestigates the use of an AIS to identify SPAM messages. The
odel presented is a major improvement of an initial proposal

y Guzella et al. (2005), with refinements on several points,
uch as the algorithm (modeling an additional class of T cells,
eferred to as regulatory T cells), and on the application to the
arget problem. The latter includes considering the importance
f user feedback, when the correct classifications of previously
nalyzed messages are fed back into the classifier.

This paper is organized in the following way: a brief descrip-
ion of the immune system is presented in Section 2, while
ection 3 comments on the problem of SPAM identification.
ection 4 presents the proposed model and its application to

he problem in detail. Finally, Section 5 presents the obtained
esults, when comparing the proposed model with a very pop-
lar algorithm, the naı̈ve Bayes classifier, followed by the final
onclusions in Section 6.

. Immunological Background

This section outlines some basic concepts and components
f the immune system. It is intended as a brief, self-contained
escription. For more details, the reader is invited to consult a
pecialized textbook such as Janeway et al. (2001).

In the human immune system, molecular patterns in
athogenic microorganisms are identified by innate immunity
ells such as macrophages and dendritic cells. This identification
ccurs upon interaction between the pathogen associated molec-
lar pattern (PAMP) and receptors (pattern matching structures)
or PAMP (r-PAMP), expressed on the membrane of these cells.
he innate system is composed of cells immediately available

o respond to a limited variety of pathogens, which can be iden-
ified by patterns that do not occur in body cells. Hence, innate
mmune system receptors are said to be gene-encoded, to empha-
ize that they are germline-selected, because recognition is based
n molecular patterns conserved in pathogens.

The adaptive immunity, which includes B and T lympho-
ytes, has a much greater recognition capability. Lymphocytes
re capable of identifying antigens, a different kind of molecule
hat can be recognized by specific lymphocyte receptors and anti-
odies. These receptors are encoded by a random rearrangement
f gene segments, which allows the generation of a very large
umber of receptors with unique antigen specificity. Although
riginated from the same precursors, B lymphocytes develop in
he bone marrow, while T cells acquire immuno-competency in
he thymus. The two types of lymphocytes have distinctive roles:

cells are responsible for secreting antibodies, while helper T
ymphocytes can activate stimulated B cells, cytotoxic T cells
liminate host cells infected by intracellular pathogens and reg-
latory T cells directly regulate the activation of other B and T
ells. Therefore, two requirements must be fulfilled for a B cell

o be activated. First, its receptor must be occupied, reflecting the
ecognition of an antigen. Second, it must receive co-stimulation
ignals from a helper T cell, after the presentation of peptides
oupled to major histocompatibility complex (MHC) molecules
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y the B cell. An immune response initiated in this way is
eferred to as thymus-dependent, due to the need of participation
f T cells. This model, usually referred to as two-signal model,
nd several others taking it as starting point, identify that acti-
ation requires some other signal, besides specific recognition
f the antigen.

From an evolutionary point of view, an adaptive immune sys-
em is important to cope with the appearance of new pathogens
nd their ability to evade recognition (Cohn, 2005). The advan-
age of having both an innate and adaptive system is the
nteraction between them, which allows the selection of an
ppropriate response. The innate immunity produces signalling
roteins, called cytokines, that lead to inflammation and take
art in the activation of cells from the adaptive immunity. On
he other hand, the adaptive system designates cells of the innate
ystem to eliminate pathogens.

The clonal selection theory (CST) (Burnet, 1959) provides a
odel to the establishment and maintenance of the “immunolog-

cal memory”. The theory postulates that an antigen induces the
roduction of antibodies specifically reactive to it, by select-
ng a B lymphocyte capable of secreting such antibodies.
his lymphocyte secretes antibodies and reproduces, initiat-

ng the immune response. After the elimination of the invading
athogen, some of the generated clones become memory cells,
reating the structure for a more avid response to an identical or
imilar agent encountered later.

A key idea in the CST is the self/nonself discrimination,
hich can be described as the system’s ability to react against

xternal, harmful agents (nonself or pathogens), while remaining
nresponsive to internal and harmless components (self). Due to
he random generation of receptors for B and T lymphocytes, it
s necessary to ensure that these cells will not react destructively
o self antigens. As originally proposed in the CST, a process
enominated negative selection would delete (eliminate) all B
nd T cells that reacted against self antigens. Because of this,
egative selection is usually referred to as a recessive mecha-
ism, because it explains self-tolerance based on the absence
f self-reactive cells (Coutinho, 2005). However, it is known
hat some self-reactive cells eventually escape from deletion
Schwartz, 2005), and it is usually agreed that the theory does not
ccount for self-tolerance (Cohen, 1992). Hence, it is necessary
hat additional, dominant, mechanisms prevent the activation of
he cells not eliminated by negative selection (Coutinho, 2005).
ne such mechanism is mediated by regulatory T cells, capa-
le of regulating the activation of self-reactive cells (Sakaguchi,
004). As reviewed by von Boehmer (2005), these cells exert
heir functions through secretion of cytokines and direct cell
ontact.

. Formulation of the Problem and Related Work

At first glance, identification of SPAM could be consid-
red as a straightforward text classification problem. However,

n important aspect of SPAM filtering is the constant change
n message features, on an attempt to prevent recognition by
ontent-based filters. Therefore, it is important that a classifier
s able to receive feedback, supplied by the user, which can help
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he system capture these new features. In contrast to this fea-
ure of SPAM and the importance of user feedback, algorithms
roposed in the literature are usually evaluated in the classical
atch-training scenario. An exception is a recent work by Delany
t al. (2005), which also analyzes a classifier assuming that, from
ime to time, the misclassified messages will be used for train-
ng, with the correct classification indicated by the user. Wang
t al. (2006) have also considered the dynamic characteristic of
PAM, compared to an adaptive filtering problem, but have not
xperimentally analyzed the performance in such scenario.

A message �M can be represented as a vector of words �wi, i =
, 2, . . . , N, according to Eq. (1), where N is the total number
f words in the message. Each word, in turn, can be represented
s a vector of characters cj from an alphabet S, as described by
q. (2):

� = [ �w1 �w2 · · · �wi · · · �wN ], i = 1, 2, . . . , N

(1)

�wi = [c1 c2 · · · cj · · · cni ], j = 1, 2, . . . , ni,

cj ∈ S (2)

In this view, alternative spelling of words can be seen as
imply changing the value of some character cj in a vector rep-
esenting a word in Eq. (2). This technique is based on the fact
hat a word or sentence in a message is recognized by filters
nly if it is a perfect match, while humans can, in most cases,
asily identify the original word given the new spelling and the
essage context. In contrast, techniques that are robust to small

hanges in some characters may face problems, due to the recog-
ition of legitimate words that differ in few characters, such as
ree and tree, low and law. In this case, it is necessary to intro-
uce a mechanism capable of taking the message context into
onsideration.

A classifier is defined as an entity that maps an instance �M
o one element of the set {l, s}, where l and s are labels for
egitimate (negative class) and SPAM messages (positive class),
espectively. It is important to recognize that, in most cases,
here’s an asymmetry regarding the classification mistakes. This
ccurs because classifying a SPAM message as legitimate (a
alse negative) is generally not as troublesome as misclassifying
legitimate message as SPAM (false positive). In the former, the
ser will just have to remove the message, while, in the latter
ase, this mistake can cause several problems, because missing a
egitimate message is usually unacceptable. Based on this asym-

etry, some authors have suggested using performance indices
hat assign to false positives a greater cost than false negatives.
ne approach is to consider a false positive as being γ times
ore costly than false negatives, so that it will be accounted as
mistakes (Androutsopoulos et al., 2000). However, as com-

ented by Carpinter and Hunt (2006), an ideal value for γ is

ifficult to be determined, depending on how likely is the user
oticing that a message has been misclassified, and also on the
mportance of the message. Due to this reason, this paper adopts s
s 92 (2008) 215–225 217

he conventional indices of correct classification rates, relating
he relative number of SPAM and legitimate messages correctly
lassified. However, it should be emphasized that false positives
hould be minimized, sometimes even in exchange of more false
egatives.

A recent review on the various methods used for SPAM fil-
ering has been conducted by Carpinter and Hunt (2006). For
his reason, only immune-inspired approaches, along with a
oncept-drift-based model proposed by Delany et al. (2005),
re reviewed here. Currently, the most popular approach is the
aı̈ve Bayes classifier, presented by Sahami et al. (1998), with
he suggestions and optimizations proposed by Graham (2002).
hese optimizations are known to produce much better results

han the original proposal, and Graham reports correctly classi-
ying legitimate messages with rates exceeding 99% (Graham,
002). This classifier has become the standard for comparison
ith new developments. However, must of the papers that use

his classifier have not included the optimizations, which, in a
ertain way, makes the comparisons unfair.

In the Bayesian framework, the probability that a given repre-
entation of a message, denoted as �x = [x1 x2 · · · xn], belongs
o a class c ∈ {s, l} is given by Eq. (3), where P(�x|c) and P(c)
re the probabilities that a message classified as c is represented
y �x and the message belongs to class c, respectively, and P(�x)
s the a priori probability of a random message represented by
(e.g. Lai, 2007):

(c|�x) = P(�x|c)P(c)

P(�x)
= P(�x|c)P(c)

P(�x|s)P(s) + P(�x|l)P(l)
(3)

The naı̈ve classifier is obtained by assuming that the compo-
ents xi, i = 1, 2, . . . , n are conditionally independent, so that
(�x|c) is given by (4), and Eq. (3) is reduced to (5):

(�x|c) =
n∏

i=1

P(xi|c) (4)

(c|�x) =

n∏

i=1

P(xi|c)P(c)

n∏

i=1

P(xi|s)P(s) +
n∏

i=1

P(xi|l)P(l)

(5)

Graham (2002) has suggested to determine the message’s
robability using the probabilities of occurrences of each word,
.e. by Eq. (6), where ns

i and nl
i are the number of occurrences

n SPAM and legitimate messages, respectively, of the ith word:

i = ns
i (6)
ns
i + nl

i

Therefore, the probability that the message belongs to class
(i.e. a SPAM message) is given by Eq. (7) where pi is the
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robability of the ith word in the message:

s
message = P(s|�x) =

n∏

i=1

pi

n∏

i=1

pi +
n∏

i=1

(1 − pi)

(7)

Hence, the classifier has just to use the number of occur-
ences of all (or some) words in SPAM and legitimate messages
o obtain the message’s probability and, using a threshold, deter-

ine the classification. It has been suggested that only the words
ith the most significant probabilities should be taken into con-

ideration. This significance is given by the absolute difference
etween each probability and 0.5 (a “neutral” value). In addition,
f a word unlisted in the database is found in the message being
nalyzed, after conducting several tests, it has been suggested
hat a probability of 0.4 should be used.

Up to this date, there are three immune-inspired models that
ave been designed aimed at this problem. A system using
egular expressions for pattern matching has been proposed
y Oda and White (2003a), and later extended by Oda and
hite (2003b). It assigns a weight to each detector (lympho-

yte), which is incremented when it binds (i.e. recognizes an
xpression) to a SPAM message, and decremented if it binds to
legitimate message. After presenting a message to the popula-

ion of detectors, the message weight is given by the sum of the
ositive and negative weights. If this sum is greater than a certain
hreshold, the message is flagged as SPAM. When the system

isclassifies a message, it can be corrected by updating all the
ymphocytes that match that message, by either incrementing
r decrementing the weights, depending on the mistake made. It
as used to classify a dataset composed of 1200 SPAM and legit-

mate messages, correctly identifying 90% of the former, and
9% of the latter, after being trained using 1600 and 1000 SPAM
nd legitimate messages, respectively. Another approach, based
n a competitive antibody network named Supervised Real-
alued Antibody Network (SRABNET) has been presented by
ezerra et al. (2006). This system represents messages as binary

eature vectors (representing the occurrence or not of a given set
f words), and uses a procedure for dimensionality reduction,
emoving words that appear less than 5% and more than 95% in
ll the documents used for training. When applied to a corpus
omposed of 481 SPAM and 618 legitimate messages, correct
lassification rates between 97% and 98% were obtained, using
0-fold cross-validation. In contrast, the naı̈ve classifier imple-
ented has obtained very low classification rates, according to

he authors, due to feature selection method used. Recently, Yue
t al. (2007) have proposed an incremental clustering model, for
rouping similar SPAM messages. This is done using a score
alculated from some features of each message (such as the
ender’s IP address, and links in the body). However, no results
n terms of correct classification rates of SPAM and legitimate
essages have been reported by the authors.
Finally, an interesting work is a case-based reasoning classi-

er, proposed by Delany et al. (2005), which can track concept
rift (a change in a target concept, which, in that work, are fea-

a
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a
p
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ures of SPAM messages) in messages being analyzed. In the
roblem of identification of SPAM messages, the target concept
emains constant, but the data distribution changes, a situation
enominated virtual concept drift (Delany et al., 2005), which
ndicates the need to rebuild the classifier. Using misclassified

essages to train the classifier at the end of each day, it was
oncluded that the proposed classifier can handle the concept
rift in SPAM messages, performing well in comparison with
he naı̈ve Bayes classifier. In fact, this is the only work up to date
hat has analyzed the performance of the classifier considering
eedback information.

Most of the considered approaches, with the exception of
da and White (2003a) are based on using feature vectors with
constant structure and organization representing the message

ontents (for a detailed discussion of some methods, see Leopold
nd Kindermann, 2002). These approaches usually attain a high
ompression rate, because the classification model is based on
nly a subset of the words, selected based on feature selec-
ion methods applied during training. However, they may not
cale well when considering real-life performance in this spe-
ific problem, due to the fact that the structure of these feature
ectors is constant, and it is not possible to consider a pattern
hat was not initially selected when building the model, thereby
ompromising the ability to adapt to newly received messages.
n this case, if one wants to consider a new word that was not
nitially presented, the only way is to retrain the classifier, which
ill be extremely inefficient if performed constantly. The naı̈ve
ayes classifier with the optimizations by Graham (2002), does
ot suffer from this problem, because it performs feature selec-
ion on-line, by selecting the words in the message with the

ost “relevant” probabilities. In a way to consider this problem,
elany et al. (2005) analyzes the possibility of periodically re-

pplying the feature selection process, allowing new patterns to
e considered by the classifier. It was concluded that this process
educes the average classification error, but it was not discussed
f this operation can be conducted efficiently.

. Proposed Model

The model presented in this paper, named innate and adaptive
rtificial immune system (IA-AIS), combines aspects of the neg-
tive selection (reviewed by Ji and Dasgupta, 2007) and clonal
election (CLONALG, de Castro and Von Zuben, 2002) algo-
ithms. It is composed of macrophages, along with B and T
ells, modeling both the adaptive and innate systems and the
nteraction between B and T cells (helper and regulatory). The

otivation for incorporating these components and interactions
s the possibility of designing a more biologically plausible

odel, an aspect advocated by Stepney et al. (2005).
The innate system has recently become of great interest in

he artificial immune systems community. Inspired by the danger
odel, Greensmith et al. (2005) have proposed the dendritic cell

lgorithm (DCA), while Tedesco et al. (2006) have described an

pproach combining dendritic cells and T cells. In addition, the
wo models proposed by Sarafijanović and Le Boudec (2005)
nd Dasgupta et al. (2005), to be described next, also incor-
orate the innate system. For more details, see Twycross and
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Fig. 1. Generation of a microorganism out of an e-mail message.

ickelin (2005), who proposed a conceptual framework for the
ncorporation of the innate system and Twycross and Aickelin
2006).

The two-signal model has also been considered in some algo-
ithms, as reviewed by Freitas and Timmis (2007). Kim and
entley (2002) have proposed the dynamic clonal selection algo-

ithm (DynamicCS), where the second signal is derived from
uman expert confirmation that a mature detector has, indeed,
eing activated by anomalous traffic. In artificial immune system
or e-mail classification (AISEC), an artificial immune system
or e-mail sorting proposed by Secker et al. (2003), user feed-
ack constitutes the second signal leading to the proliferation of
n activated cell. Ayara et al. (2005) presented an adaptive error
etection (AED) system for automated teller machines, based on
ISEC, where immature detectors need feedback supplied by a
uman expert to become competent. A different approach has
een used by Sarafijanović and Le Boudec (2005), which pro-
osed a model for anomaly detection in mobile ad hoc networks,
here the second signal is an indication that a network node

s conducting suspicious activities or malfunctioning. Finally,
asgupta et al. (2005) have described multilevel immune learn-

ng algorithm (MILA), where the second signal is delivered to
n stimulated B cell only if helper T cells are activated and
uppressor T cells are not. In contrast, in IA-AIS, there’s a true
nteraction between B and T cells, which is more accurate from
biological point of view.

An e-mail message is represented as a microorganism, where
he message subject and body, which usually contain text, are
nalogous to antigens, while the sender’s e-mail address is analo-
ous to molecular patterns, as presented in Fig. 1. This definition

s application dependent, and should be made so that features of
n entry that directly define it as nonself are selected as molecu-
ar patterns, while other features which depend on each other and
equire a more elaborate analysis are used to generate antigens.

a
a
a
h

Fig. 2. Training
s 92 (2008) 215–225 219

his is due to the fact that molecular patterns are recognized
y macrophages, while B and T cells recognize antigens. In
he case of SPAM messages, this definition of a microorgan-
sm arises from the observation that all messages received after
raining the system, sent by someone whose e-mail address was
resent in SPAM messages used for training, will be SPAM. It
s assumed that the user indicates that certain messages should
ot be used in this way, such as when a friend sends a SPAM
essage intended to be used for training.
For the generation of a microorganism, characters are

ncoded using a custom 6-bit encoding, specifically designed
nd tailored for this problem, as argued by Freitas and Timmis
2007). In this encoding, visually similar characters (for exam-
le, O and 0, E and 3) are represented by values that differ in only
or 2 bits (similar to the gray code, e.g. Salomon, 2004). Hence,
text sequence, such as the message contents, is represented by
n antigen, with each word being analogous to a peptide in the
ntigen. As affinity measure (e.g. de Castro and Timmis, 2002),
he relative number of matching bits in two sequences is used.
sing this measure, in conjunction with the developed codifi-

ation, it is possible that a cell with a receptor “test” binds to
n antigen “t3st”, if the activation threshold is properly defined.
n this sense, the alternative spelling of words does not, in most
ases, prevent the system from recognizing a pattern.

The system is trained by storing antigens and molecular pat-
erns obtained from the data used for training, as presented
n Fig. 2, with the contents extracted from SPAM and legit-
mate messages being represented as nonself and self data,
espectively. Macrophages are generated using molecular pat-
erns obtained from nonself entries that do not occur in the set
f self molecular patterns. Regulatory T cells, on the other hand,
re generated using randomly selected self antigens, which are
rocessed and used to encode their receptors. The generation of
and helper T cells follows a similar procedure, using nonself

ntigens. An additional procedure is negative selection of these
wo types of cells, with the elimination of candidates that rec-
gnize self antigens. In the end, the surviving lymphocytes are
dded to the respective populations.

For the classification of a microorganism, depicted in Fig. 3,
t is initially presented to the macrophage population, which

nalyzes its molecular patterns. If at least one macrophage is
ctivated, the microorganism is classified as nonself, and the
daptive system is stimulated, through the generation of B and
elper T cells specific for the antigens in the microorganism.

procedure.
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Fig. 3. Procedure for the classification of

therwise, the analysis continues, with the presentation of the
ntigens to the B cell population. If no B cells bind to these anti-
ens, the microorganism is classified as self, and the analysis is
ver. If, on the other hand, at least one B cell is stimulated, the
ntigen is processed and presented by the stimulated B lympho-
ytes to the T cell population. Depending on the reaction of T
ells, the microorganism will be classified as self or nonself.

For an stimulated B cell to be activated, it must interact with
elper and regulatory T cells. Before this, it processes the anti-
en, as illustrated in Fig. 4, by producing a sequence containing
he peptides (words) in the region and in its vicinity that has
ead to its stimulation. This procedure accounts, in the proposed

odel, for the presentation of peptides, derived from the anti-
en, attached to MHC molecules. In order to determine how
lose peptides have to be to the stimulation region, it is used a
arameter, referred to as antigen processing window, as shown
n Fig. 4. During the interaction, the stimulated B cell receives
o-stimulation and suppression signals, emitted by helper and
egulatory T cells, respectively. Co-stimulation signals can be
hought of as the recognition of features as nonself by helper T
ells, which will attempt to stimulate the initiation of a response.
uppression signals, on the other hand, are related to the recog-
ition of self (normal) features, leading to the suppression of
timulated cells. The final outcome will be given by the combi-
ation of these two effects, depending on the magnitudes of the

mitted signals, leading the stimulated B cell to be either acti-
ated or suppressed. In the latter case, it remains unresponsive,
nd does not influence the classification of the antigen. The B

w
i
t

Fig. 4. Antigen processing by an stimulated B
mail message using the proposed model.

ell will be activated only if the sum of the number of times
hat all activated helper T cells have been activated exceeds that
f regulatory T cells. The importance of this procedure is that
t will attempt to capture the correct context of the expression
hat has stimulated each B cell. Considering the existence of
egeneracy in the recognition, which can have undesired effects
s discussed in Section 3, this is an important procedure. In
ddition, this interaction is a mechanism aimed at controlling
he activation of self-reactive B cells, capable of recognizing
xpressions that are typical of legitimate messages, which may
ave escaped from negative selection.

When a cell is created, a time to live, an integer value rep-
esenting a countdown to its death, is defined. This value is
ecremented after each antigen presentation, with the elimina-
ion of cells with a time to live equal to zero. In order to simulate
he competition for antigen recognition, a cell-specific bonus is
sed: when activated, a cell will have its time to live incremented
y this bonus, so that highly stimulated cells are kept in the popu-
ation, and unstimulated cells are replaced by new ones. A related
pproach has been used in the aging mechanism of Cutello et
l. (2007), where each cell maintains a counter that will lead
o its elimination when it reaches a given value. In Cutello et
l. (2007), when a cell is cloned, its age is reset, allowing each
ew clone to explore the search space. Therefore, the time to
ive of all cells that have been activated is defined in the same

ay, independently of the number of activations. In contrast,

n IA-AIS, if a cell is repeatedly activated, it would take a long
ime to die. This is based on the principle that a given pattern

cell, for a processing window equal to 1.



T.S. Guzella et al. / BioSystem

F

t
a
u
t

s
a
w
b
g

n

a
w
a
a
a

β

m
o
w
a
t
o
t
P
t
t
o

m
v
f
o
c
r
a
u
o
b
s
i
m
o
n
a
g
t

d
r
s
r
r
t
t
a
t

i
i
r
t
a
e
o
t
c
t
m
i
m
i
l

5

a
o
l
s
S

ig. 5. Mutation operators: (a) point-wise mutation; (b) directed mutation.

ypical of SPAM messages does not abruptly stop being used in
ll messages at once, so that a cell does not become suddenly
seless, thereby rewarding cells that have been activated several
imes.

In this model, only B cells are allowed to reproduce, as a
implification. Given a B cell which recognized an antigen with
ffinity α, and has been successfully activated after interacting
ith T cells, the number n of clones to be generated is given
y Eq. (8), where Nc is the maximum number of clones to be
enerated per activated B cell:

= Nc exp(−(1 − α)) (8)

Each clone is then subjected to mutation, using the two oper-
tors depicted in Fig. 5. Point-wise mutation of the receptors,
hich are represented by binary strings, is applied with a prob-

bility β of mutating each bit, given by Eq. (9), where α is the
ffinity between the original B cell and the presented antigen,
nd ζ is a positive value, referred to as mutation factor:

= 1 − exp(−ζ(1 − α)) (9)

Therefore, cloning is proportional to the affinity, while the
utation probability is inversely proportional. Another mutation

perator employed is named directed mutation, and replaces one
ord in the cell receptor with a pattern present in the recognized

ntigen. The only requirement for the selection of this pattern is
hat it must not be located in the recognition region, that is, the set
f determinants recognized by the activated cell. The two muta-
ion operators modify the clones according to two principles.

oint-wise mutation generates clones that have a greater ability

o recognize small variations in the epitopes previously encoun-
ered. These variations are typical, as discussed in Section 3,
f alternative spelling of words. On the other hand, directed
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utation will generate clones that are capable of recognizing
ariations in the structure of an antigen, characteristic of when,
or example, an specific word in a message is replaced by a syn-
nymous or related word. Finally, after generating the mutated
lones, some of them are added to the B cell population. Cur-
ently, this selection process is random, i.e. the clones to be
dded are randomly selected out of the set of produced ones,
nlike as proposed by de Castro and Von Zuben (2002), where
nly the clones with the greatest affinities are added. This is done
ecause, in the specific application of SPAM filtering, it is con-
idered that a low affinity does not necessarily imply that a clone
s not important. Consider, for example, the case of directed

utation, where a clone has a receptor mutated by replacing
ne of the patterns used to encode its receptor. This clone may
ot have a high affinity at the time of its production, but only at
future time, when it is stimulated by a previously unseen anti-
en. If this is not the case, this clone will be eliminated, once its
ime to live reaches zero.

After classifying a microorganism, the system is updated, by
ecrementing the time to live of cells, eliminating those that
each zero and adding new cells, generated using randomly
elected patterns. In order to ensure that the population size
emains constant, it may be necessary to add more new cells, or
emove cells that have not reached a time to live equal to zero. In
he latter case, the cells to be removed are those with the lowest
ime to live. Using a constant population size is a simplification,
nd allows the system to better distribute candidate cells around
he search space initially, when it is not storing much knowledge.

The procedures for correcting the classifier after a false pos-
tive or a false negative are shown in Fig. 6. In both cases, it
s necessary to remove the stored patterns, eliminate cells that
ecognize these patterns and generate cells of appropriate types
hat will take their appearance into consideration. The latter is
n initial stimulation for the classifier, so that similar messages
ncountered in the future will be correctly identified. The role
f user intervention should be clear. It is an optional procedure,
hat can reinforce the classifier (in the case that it has correctly
lassified an entry) or correct it (if it has incorrectly classified
he entry). In the former case, it merely involves adding the
olecular patterns and antigens originated from the microorgan-

sm to the respective sets of patterns, depending on whether the
icroorganism is pathogenic or not. In fact, IA-AIS works even

f no feedback is supplied at all, although probably achieving a
ow performance in this case.

. Experimental Results

The proposed model was evaluated using SPAM messages
vailable at Dornbos (2002), and legitimate messages from one
f the authors. This dataset was selected because it includes a
arge number of SPAM messages (approximately 20,000 mes-
ages). The corpus selected was composed of a total of 2555
PAM and 2513 legitimate messages, where 50% of the mes-

ages of each class were used for training. The classifiers were
nitially trained and then used to iteratively classify messages
nd received feedback, similar to the procedure used by Delany
t al. (2005). The available messages were randomly shuffled and
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rection of a false positive; (b) correction of a false negative.
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Table 1
Values for some of the parameters in IA-AIS

Parameter B cells T cells Macrophages

Time to live 400 300 5000
Time to live bonus 300 200 5000
Binding threshold 0.98 0.98 0.99
Number of cells added per

iteration
15 10 3

Maximum population size 10,000 10,000 2000
Number of patterns used Various 1 –

M

l
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a
a
t
a
f
o
c
a
c
b

s
I
per activated B cell, the number of B cells to be cloned, the num-
ber of clones to be added to the population, and the time to live for
the added clones were chosen empirically. In the second config-
uration, the parameters were adjusted so that more clones would

Table 2
The two configuration sets used for evaluation

Parameter Configuration 1 Configuration 2

Time to live for B cell clones 300 100
Maximum number of clones

per activated cell
2 3
Fig. 6. Procedures for correcting the classifier: (a) cor

hen partitioned, generating the training set and the testing set. It
hould be noted that this process removes the time ordering of the
essages, and the reason for using it can be understood through

n example. Although a sequence of variations in a pattern such
s “free” to “fre3”, and then to “fr33”, could be present in the
ataset, by randomizing the messages it is possible to evaluate
he classifiers considering multiple orderings of these variations
e.g. by presenting a message containing the pattern “fr33”, then
nother containing “free”, and so on). This is important because
PAM messages with similar modified patterns can be sent by
ultiple users, in the sense that a person may receive, at the same

ime, two SPAM messages, one containing a pattern “fre3”, and
nother containing “fr33”. Hence, the process used allows the
erformance assessment under several hypothetical conditions,
n terms of modified patterns present in the dataset.

The testing sets were separated in 10 parts, so that the clas-
ifiers would only receive feedback after classifying each part.
herefore, the feedback is delayed, accounting for the possibil-

ty that the user will only verify the analyzed messages from
ime to time. The classifiers have been evaluated in five differ-
nt partitions of the messages into training and testing sets, with
he repetition of the classification of each partition five times,
o allow a comparison of the standard deviation of the obtained
esults. Although this is a small sample size, from which it is, in
eneral, difficult to extract statistical information, it was verified
hat the obtained results tend to be contained in a well defined
nterval of values. This is due to the introduction of feedback,
hich, in a certain way, counters the stochastic characteristic of

he classifier. The naı̈ve Bayes classifier was found to produce
ery low standard deviations in the obtained results, also due to
he introduction of classifier feedback.

In IA-AIS, the effects of the number of patterns used to encode
cell receptors (BCRs) and the antigen processing window

ength have been evaluated. The cases considered were when
he former was randomly, uniformly distributed in the intervals
1, 5], [2, 5], [3, 5] and [4, 5]. The equivalent parameters for
elper and regulatory T cells were kept constant and equal to 1,
ecause of the large number of possible combinations. In addi-
ion, as the signal computation phase can be time consuming,

t is desirable to keep these two parameters as low as possible.
n the other hand, varying the antigen processing length (W)

ffects, indirectly, the contribution of T cells, because more or
ess patterns in the neighborhood of the region that has stimu-

M

M

to encode receptors
utation factor 0.4 – –

ated each B cell will be taken into consideration. Some of the
emaining parameters used are presented in Table 1. Finally, the
ctivation threshold for both B and T cells was kept constant for
ll cells. This choice was made because of the specific feature of
he encoding used. By keeping the threshold constant, little vari-
tions in small and large words are treated differently, as in the
ormer fewer absolute variations are allowed in order to stimulate
r activate the cell. To understand this, consider two hypotheti-
al words, where one letter in each one is randomly replaced by
nother letter in the alphabet. In this scenario, there’s a greater
hance that the larger word will still be recognized by a person,
ecause the absolute variation is lower that in the smaller word.

In order to evaluate cloning and selection, two configuration
ets were tested, with the relevant parameters shown in Table 2.
n the first configuration, a set of values for the number of clones
aximum number of cells to
be cloned

25 50

aximum number of clones to
be added

20 75
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ig. 7. ROC curves for both classifiers, considering error feedback: (a) config-
ration 1; (b) configuration 2.

e produced and added, but with a lower time to live. Therefore,
he second configuration produces more clones on activation,
ounter-balancing this with a higher selective pressure on these
lones, which will die more quickly unless stimulated. Finally,
alf of all the clones were submitted to point-wise mutation, and
he other half to directed mutation.

The naı̈ve Bayes classifier was evaluated by varying the
umber of patterns effectively used to determine the mes-
age’s probability (N) and the classification threshold (β). When
upplying feedback, there are several possibilities. One can
ncrement the number of occurrences of all the patterns in the

essage, or only the ones used to compute the message’s prob-
bility. In addition, the increment can be constant or variable,
epending on the probability of the patterns (given by Eq. (6)).
uring the simulations, the number of occurrences for all pat-

erns was incremented by 1. No further experiments have been
onducted in this step, because the obtained results have been
ound to be excellent.

The obtained receiver operating characteristic (ROC) curves
re shown in Figs. 7 and 8, considering the cases where only the
ncorrectly classified and all messages were used for feedback,
espectively, and where the error bars represent the standard
eviations. The results are reported in terms of the true positive
TPR) and false positive rates (FPR), the relative numbers of
PAM messages correctly identified as SPAM, and the number

f legitimate messages incorrectly classified as SPAM, respec-
ively. Due to the fact that the standard deviation in the results
btained using the naı̈ve Bayes classifier is relatively low (0.1%
t most), and to make the figures clearer, these curves show the

i
5
b
i

ig. 8. ROC curves for both classifiers, considering full feedback: (a) configu-
ation 1; (b) configuration 2.

ata obtained using only N = 10 and N = 20, and omitting the
rror bars.

According to the error feedback ROC curves, it can be verified
hat the naı̈ve Bayes classifier attains lower false positives in its
ntire range of true positive rates, in comparison with IA-AIS.
he latter poses as a better alternative to the former in the case
f a demand for high TPRs, as the naı̈ve Bayes does not obtain
PRs exceeding 98.2%. Considering the full feedback curves,
similar situation is observed for the case of configuration 1.
he second configuration, on the other hand, does not pose as
n alternative to the naı̈ve Bayes classifier, as the TPRs attained
y these two are relatively close.

For IA-AIS, considering the first configuration and error feed-
ack, true positive and false positive rates vary from 99.3%
o 96.5% and from 8.4% to 1.2%, respectively. In the second
onfiguration, these rates vary from 99% to almost 95.8%, and
rom 5.6% to 0.7%, respectively. It can be observed that the
rst configuration attains a better ability to identify SPAM mes-
ages, while making more mistakes when classifying legitimate
essages, in comparison with the second configuration. This

s due to the fact that the latter configuration tends to be less
xploratory, and clones are less prone to be self-reactive than
ewly generated cells. When full feedback is used, in the first
onfiguration the TPR varies between 99.5% and 96.8% as the

nterval for the number of patterns in BCRs is varied from [1,
] to [4, 5], respectively. The FPR, on the other hand, varies
etween 7.5% and 1.3%. The window length appears to be
nversely proportional to the standard deviation of TPRs, espe-
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ially as the number of number of patterns in receptors increases.
n the second configuration, the TPR decreases from 98.8%
o 95.5% as the number of patterns increases, while the FPR
ncreases from almost 4.7% to 0.8%. On the other hand, no clear
onclusion can be drawn from the effects of the window length.
nce again, the second configuration reaches lower FPRs, at

he expense of lower TPRs. When comparing the two types of
eedback analyzed, it can be concluded that, in the first con-
guration tested, the type of feedback has little effect on the
erformance, indicating that reinforcing the correctly classified
essages is not really necessary. In the second configuration,

he differences are noticeable, especially when the number of
atterns used to encode receptors is large.

The naı̈ve Bayes classifier has attained excellent results in
oth feedback situations, especially in terms of true negative
ates. Considering error feedback (Fig. 7), it can be seen that it
s capable of correctly identifying between 96.4% and 98.2% of
PAM messages, and 99.5% and 99.8% of legitimate messages.
he TPR decreases as the classification threshold β is increased,

or each value of N, while the FPR remains approximately con-
tant. In this situation, increasing the number of patterns N to
e considered also decreases the TPRs, although in a smaller
mount in comparison with the classification threshold, with
o observable effect on the FPRs. When analyzing the results
btained considering full feedback, shown in Fig. 8, it can be
bserved that between 97.4% and 98.7% of SPAM messages
re correctly identified, in conjunction with between 99.7% and
9.9% of legitimate messages. The consequences of increasing
he threshold β are the same, leading to smaller TPRs. On the
ther hand, increasing the number of patterns to be considered
ends to increase the TPRs. This occurs because more infor-

ation is used to determine the message’s probability. When
omparing the results obtained in both situations, it can be ver-
fied that including feedback on all the messages has increased
rue negative and true positive rates by an average value of 0.1%
nd 0.5%, respectively. Therefore, incorporating full feedback
n this implementation of the naı̈ve Bayes classifier can, in fact,
ead to better results in comparison with error feedback.

Finally, during the simulations executed, it has been verified
hat the innate system would be activated (15.7 ± 0.9)% of the
imes, with no false positives. In addition, some tests conducted
n the absence of feedback indicate that the TPRs decreased by
etween 3% and 4.5%, while the FPRs are increased by between
% and 6.5%, respectively, indicating that IA-AIS appears to be
ery dependent on feedback, especially in regard to the identi-
cation of legitimate messages. In the case of the naı̈ve Bayes
lassifier, the lack of feedback results in a small effect on the
alse positive rates, while the true positive rates drops to values
etween 94% and 94.5%.

. Conclusions

In this paper, an artificial immune system for the identifi-

ation of SPAM messages, named IA-AIS was presented. The
odel includes macrophages, representing the innate immune

ystem, and B and T cells. Its application to the problem of iden-
ification of SPAM is based on the recognition of the sender’s

A

B

s 92 (2008) 215–225

-mail address by a macrophage population, and the message’s
ubject and contents by B and T cell populations. An important
spect is the consideration of user feedback, which requires the
lassifier to be able to acquire knowledge not presented during
he initial training. A particularly interesting feature of the pro-
osed model is that it emphasizes the importance of interactions
etween cells in the immune system, and not simply pattern
atching.
It has been verified that IA-AIS can attain high classification

ates, correctly classifying more than 99% of SPAM or legitimate
essages, with different balances between false positives and

alse negatives depending on some parameters. In comparison
ith the naı̈ve Bayes classifier with the optimizations proposed
y Graham (2002) (which are not considered by most of the work
n the literature) it is concluded that IA-AIS poses as an interest-
ng alternative when high true positive values are preferable, at
he expense of more false positives, although such situation is
are in practical scenarios. This conclusion does not necessarily
mply the inappropriateness of the model proposed, as only some
arameters have been analyzed to obtain the results. An impor-
ant advantage of IA-AIS is that it guarantees that, in the case of a
egitimate message misclassified as SPAM, it will not be incor-
ectly classified in the future, because the message patterns will
e used to prevent the production of cells capable of recognizing
his message. This is an important characteristic because incor-
ectly classifying a message that has been previously corrected
s highly frustrating for the user, indicating that the classifier is
nable to acquire knowledge obtained after training.

Future investigations to be conducted are the impact of
he number of patterns used to encode T cell receptors, and

ethods for automatic setting some of the classifier param-
ters, based on user preferences. The good results obtained
ave motivated the development of a prototype (available
t http://www.cpdee.ufmg.br/∼tguzella), incorporating imple-
entations of both IA-AIS and a naı̈ve Bayes classifier with the

ptimizations proposed by Graham (2002).
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